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Abstract

Outputs of synchronous programs may suffer from cyclic dependencies since statements are allowed to read the current outputs' values to determine the actions that generate the current values of the outputs. For this reason, compilers have to perform a causality analysis that ensures that at any point of time, there is a unique and constructive way to determine the outputs. The discrete parts of hybrid systems may suffer from the same problem as observed in synchronous programs. As we recently extended our synchronous language Quartz to describe hybrid systems, we explain in this paper how the causality analysis as originally introduced for synchronous systems can also be used to handle cyclic dependencies in hybrid Modelica programs.

1 Introduction

Reactive systems [20] are systems that have an ongoing interaction with their environment in terms of a discrete sequence of reaction steps. In each reaction step, all the current inputs are read to compute the outputs for the current point in time as well as the system's state for the next point of time.

Synchronous languages [6, 18, 7] such as Esterel [8, 10], Lustre [19], and Quartz [31] have been developed to describe reactive systems. The operational semantics of these languages is defined by so-called micro and macro steps, where a macro step consists of finitely many micro steps whose maximal number is known at compile time. Macro steps correspond to reaction steps of the reactive system, and micro steps correspond to atomic actions like assignments of the program. Variables of a synchronous program are synchronously updated between macro steps, so that the execution of the micro steps of one macro step is done in the same variable environment of their macro step.

The distinction between micro and macro steps does not only lead to a convenient programming model for reactive systems that allows to efficiently synthesize hardware and software as well as a simplified estimation of worst-case reaction times. It is also the key to a compositional formal semantics which is a necessary requirement for formal verification and provably correct synthesis procedures. Typically, the semantics are described by means of SOS (structural operational semantics [27]) transition rules that recursively follow the syntax of the program [9, 31].

As synchronous programs are allowed to read their own outputs, mutual dependencies between trigger conditions and the effect of their actions can occur which is also well-known in hardware design [35, 24, 34, 29, 30]. The causality problem is the problem to decide whether such cyclic dependencies can be resolved at runtime for all reachable states and all possible inputs. It is moreover required that for all inputs and all reachable states, there must be a schedule to fire the enabled actions in a sequential schedule so that all values that were required are available when the actions need them. The mere existence of a unique solution of the cyclic equation
systems is thereby not sufficient, the solution must be determined in a constructive way that can be found at runtime. One therefore often speaks of constructive programs [9] that are based on Brouwer’s intuitionistic/constructive logic.

In contrast to the discrete reaction steps of an embedded reactive system, its environment often consists of continuous behaviors that are determined by the laws of physics. For this reason, the verification of properties that depend on the interaction with the continuous environment requires the consideration of hybrid systems (see e.g. [2, 1]). Since most verification problems are undecidable for hybrid systems [22, 21], a rich theory of algorithmic, approximative approaches has been developed over the years [28, 25, 23, 16, 17, 3, 13]. However, only a few languages and tools that deal with non-trivial hybrid systems [14] are available. Moreover, the languages of most of these tools focus purely on the continuous part of the system providing only little support for modeling and analyzing of the discrete parts of the system [12].

The Modelica language [15, 26] is a highly developed language for the modeling and simulation of hybrid systems. Academic and industrial tools for handling Modelica descriptions together with a vast amount of libraries are available, e.g., the commercial tool Dymola\(^1\) and the academical/industrial tool OpenModelica\(^2\). However, as it is the case for the other tools, the emphasis of these tools lies on the modeling of the continuous part of the system. Causality cycles in the discrete part of Modelica programs, called algebraic loops, can currently not be handled by these tools.

In this paper, we therefore propose that causality cycles (i.e. algebraic loops) in Modelica programs can be resolved in the same way as done for synchronous programs: By means of a three- or four-valued logic one may perform a causality analysis at compile time that can assure that during runtime, all the cycles can be resolved [32, 33]. To this end, we report about the experiences we made by extending our synchronous programming language Quartz [31] to describe hybrid systems [4, 5]. We have implemented a simulator for the hybrid Quartz language as well as a translation to Modelica programs. We thereby observed that our compiler was able to deal well with causality cycles, while these programs were rejected by tools that are based on Modelica. We see no problem by extending these tools so that they can also benefit from the solutions that are already successfully used for synchronous languages.

2 The Synchronous Language Quartz

Quartz [31] is a synchronous language derived from the Esterel language [11, 8]. The common paradigm of synchronous languages is the perfect synchrony [18, 7] which means that the execution of programs is divided into macro steps that may be interpreted as logical time. As this logical time is the same in all concurrent threads, these threads run in lockstep, which leads to a deterministic form of concurrency. Macro steps are divided into finitely many micro steps that are atomic actions of the programs. Moreover, variables change synchronously in macro steps, i.e., variables have unique values in each macro step.

In the following, we only give a brief overview of Quartz, and refer to [31] for further details. Provided that \(S, S_1, \) and \(S_2\) are statements, \(\ell\) is a location variable, \(x\) is a variable, \(\sigma\) is a Boolean expression, and \(\rho\) is a type, then the following are statements (parts given in square brackets are optional):

- nothing (empty statement)
- \(x = \tau\) and next \((x) = \tau\) (assignments)

\(^1\)http://www.dymola.com
\(^2\)http://www.openModelica.org
• assumes and assertions

• \( \ell \) : pause (start/end of macro step)

• if (\( \sigma \)) \( S_1 \) else \( S_2 \) (conditional)

• \( S_1;S_2 \) (sequences)

• do \( S \) while(\( \sigma \)) (loops)

• \( S_1 \parallel S_2 \) (synchronous concurrency)

• \{\texttt{weak} \} \{\texttt{immediate} \} abort \( S \) when(\( \sigma \))

• \{\texttt{weak} \} \{\texttt{immediate} \} suspend \( S \) when(\( \sigma \))

• \{\( \rho \); \( x \); \( S \)\} (local variable \( x \) of type \( \rho \))

The pause statement defines a control flow location \( \ell \) – a boolean variable being true iff the control flow is currently at \( \ell \) : pause. Since all other statements are executed in zero time, the control flow only rests at these positions in the program, and thus the possible control flow states are the subsets of the set of locations.

There are two variants of assignments that both evaluate the right-hand side \( \tau \) in the current macro step (variable environment). While immediate assignments \( x = \tau \) immediately transfer the value of \( \tau \) to the left-hand side \( x \), delayed assignments next(\( x \)) = \( \tau \) transfer this value only in the following step.

If the value of a variable is not determined by assignments, a default value is computed according to the declaration of the variable. To this end, declarations consist of a storage class in addition to the type of a variable. There are two storage classes, namely \texttt{mem} and \texttt{event} that choose the previous value (\texttt{mem} variables) or a default value (\texttt{event} variables) in case no assignment determines the value of a variable. Available data types are booleans, bitvectors, signed/unsigned bounded/unbounded integers, arrays and tuples.

In addition to the statements known from other imperative languages (conditionals, sequences and loops), Quartz offers synchronous concurrency \( S_1 \parallel S_2 \) and sophisticated preemption and suspension statements, as well as many more statements like generic statements to allow comfortable descriptions of reactive systems (see [31] for the complete syntax and semantics).

Our Averest system\(^{3}\) provides algorithms that translate a synchronous program to a set of guarded actions [31], i.e., pairs (\( \gamma , \alpha \)) consisting of a trigger condition \( \gamma \) and an action \( \alpha \). Actions are thereby assignments \( x = \tau \) and next(\( x \)) = \( \tau \), assumptions assume(\( \phi \)), or assertions assert(\( \phi \)). The meaning of a guarded action is obvious: in every macro step, all actions are executed whose guards are true. Thus, it is straightforward to construct a symbolic representation of the transition relation in terms of the guarded actions (see [31]).

3 Causality Analysis in System Modeling of Controllers

3.1 Causality Problems in Quartz

As already mentioned, synchronous programs often suffer from cyclic dependencies since the programs are allowed to read their own outputs for determining these outputs. It is simple to determine whether a program has such cyclic dependencies by means of a static syntactic analysis. If no cycles occur, it is straightforward to generate code that exactly implements the given program’s behavior. However, if cycles occur, the programs can get stuck in deadlocks or may implement one of many possible nondeterministic behaviors. For this reason, a causality analysis has to be performed that checks whether the cycles can be resolved during runtime for all possible states and inputs.

To explain the causality analysis performed in compilers for synchronous languages, consider the execution of a Quartz program. To this end, we assume that

\(^{3}\)http://www.averest.org
Discrete Transition: Causality Analysis

Delayed Transition: No Dependencies

Figure 1: Execution of a Macro Step of Quartz

<table>
<thead>
<tr>
<th>program</th>
<th>guarded actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>module P(event ?i, o1, o2) {</td>
<td>regular guarded actions:</td>
</tr>
<tr>
<td>if(i) {</td>
<td>i &amp; o1 ==&gt; o2=true;</td>
</tr>
<tr>
<td>if(o1) o2=true;</td>
<td>!i &amp; o2 ==&gt; o2=true;</td>
</tr>
<tr>
<td>} else {</td>
<td>true ==&gt; assert(!o1 &amp; !o2);</td>
</tr>
<tr>
<td>if(o2) o1=true;</td>
<td>reaction to absence actions:</td>
</tr>
<tr>
<td>}</td>
<td>!(i &amp; o1) ==&gt; o2=false;</td>
</tr>
<tr>
<td>assert(!o1 &amp; !o2);</td>
<td>!(i &amp; o2) ==&gt; o2=false;</td>
</tr>
</tbody>
</table>

Figure 2: Example Quartz Program with a Causality Cycle and its Translation to Guarded Actions.

The program has already been compiled in a set of guarded actions \((\gamma, \alpha)\) as explained in the previous section. The execution of such a set of guarded actions is then best explained by a discrete two-location automaton as shown in Figure 1. Each macro step starts with a partial environment \(E_{del}\) that is determined by the delayed actions of the previous macro step\(^4\). After assigning this partial environment to the current discrete environment \(E_{discr}\), it is checked which trigger conditions become true so that further actions can be executed. Also, actions whose trigger condition become false, can be singled out. Due to the execution of new actions, more values become known, and the same procedure is repeated until no more values become known. The program is constructive (i.e. causally correct) if the environment \(E_{discr}\) is fully defined at the end. Finally, the delayed actions are executed to provide a new delayed environment \(E_{del}\) for the next execution step. As all values are known at that point of time, the computation of \(E_{del}\) does not require a causality analysis.

A simulator can directly implement the procedure outlined above. A compiler has to perform this analysis for all inputs, which is typically done in a symbolic way (similar to model-checking) to avoid the enumeration of all states and inputs. Although it is possible to remove the causality cycles if the programs are constructive, it is often better to retain them in the code, since it is known that the cyclic code will be typically smaller [24, 29, 30] and will not have problems during runtime (if the code is executed as outlined above).

A simple example for a Quartz program with cyclic dependencies is shown in Figure 2. The program \(P\) has a boolean input \(i\) and two boolean outputs \(o1\) and \(o2\) that can also be read. As \(o1\) and \(o2\) are boolean event variables, they are reset to their default value \(false\) whenever there is no action setting them actively.

The translation to guarded actions yields the guarded actions shown on the right of Figure 2. We distinguish between the ‘regular’ guarded actions that are those that appear in the program, and additional guarded actions that are added by the compiler to reset event variables or to store memorized variables.

\(^4\)In the first macro step initial assignments are given instead.
The causality analysis for input $i=\text{true}$ is shown in Table 1. It can be seen that the values of all variables can be determined within three steps even though $o_1$ and $o_2$ depend on each other. Depending on the so-far obtained partial variable environment, the set of guarded actions is partitioned into 'must actions' that must be executed (their trigger condition is true), 'cannot actions' that cannot be executed (their trigger condition is false), and the remaining 'may actions' whose might or might not be executed (their trigger condition is neither true nor false due to still unknown variables). The value $\bot$ shown in Table indicates that currently no valid value is known for the corresponding variable.

A similar fixpoint iteration can be shown for $i=\text{false}$. However, in this case, the value of $o_2$ will be computed before the one of $o_1$, so that a different schedule has to be used depending on input $i$.

### Table 1: Fixpoint Iteration for Input Value $i = \text{true}$

<table>
<thead>
<tr>
<th>Iteration Step</th>
<th>$i$</th>
<th>$o_1$</th>
<th>$o_2$</th>
<th>May-Set of Actions</th>
<th>Must-Set of Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>true</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$o_1 \Rightarrow o_2 = \text{true}$</td>
<td>$\text{true} \Rightarrow o_1 = \text{false}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\neg o_1 \Rightarrow o_2 = \text{false}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\neg o_2 \Rightarrow o_1 = \text{false}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>true</td>
<td>false</td>
<td>$\bot$</td>
<td>$\text{true} \Rightarrow o_2 = \text{false}$</td>
<td>$\text{true} \Rightarrow o_1 = \text{false}$</td>
</tr>
<tr>
<td></td>
<td>true</td>
<td>false</td>
<td></td>
<td>$\text{true} \Rightarrow o_1 = \text{false}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>true</td>
<td>false</td>
<td>false</td>
<td>$\text{true} \Rightarrow o_2 = \text{false}$</td>
<td>$\text{true} \Rightarrow o_1 = \text{false}$</td>
</tr>
</tbody>
</table>

The causality analysis for input $i=\text{true}$ is shown in Table 1. It can be seen that the values of all variables can be determined within three steps even though $o_1$ and $o_2$ depend on each other. Depending on the so-far obtained partial variable environment, the set of guarded actions is partitioned into 'must actions' that must be executed (their trigger condition is true), 'cannot actions' that cannot be executed (their trigger condition is false), and the remaining 'may actions' whose might or might not be executed (their trigger condition is neither true nor false due to still unknown variables). The value $\bot$ shown in Table indicates that currently no valid value is known for the corresponding variable.

A similar fixpoint iteration can be shown for $i=\text{false}$. However, in this case, the value of $o_2$ will be computed before the one of $o_1$, so that a different schedule has to be used depending on input $i$.

```modelica
model causality
  Real t (start = 0);
  Boolean i (start = false);
  Boolean o1 (start = false);
  Boolean o2 (start = false);
equation
  der(t) = 1.0;
  when { t>=0.1 } then
    i = if pre(i) then false else true;
    o1 = if (not(i) and o2) then true else false;
    o2 = if (i and o1) then true else false;
  reinit(t,0.0);
end when;
end causality;
```

Figure 3: Modelica Program with Causality Conflict

### 3.2 Causality Problems in Modelica

The Modelica language also supports the synchronous model of computation in its discrete part. Because of this, the guarded actions obtained from Quartz programs can be easily translated to equivalent Modelica programs. However, the tools we used were not able to deal with causality problems (algebraic loops), illustrated with the Modelica program shown in Figure 3. This program is obtained by translating the guarded actions of the Quartz program $P$ to Modelica. The real variable $t$ is only a time trigger and does not influence the discrete behavior of the program.

Neither OpenModelica 1.5.0 nor the demoversion of the industrial tool Dymola 7 are able to execute the program, because of the occurring algebraic loop. Even when simplifying the line $i = \text{if pre(i) then false else true}$; $by i = \text{true};$ such that there exists a unique computation order as shown in Table 1, the tools cannot handle the program. Failure reports of Dymola simply note: "Current version cannot generate code for an algebraic loop involving integers or Boolean".
4 Hybrid Quartz

The environments of embedded reactive systems are often defined by continuous behaviors that are determined by the laws of physics. To be able to describe these continuous environments, the synchronous language Quartz has been recently extended to Hybrid Quartz [4]. While time in synchronous languages is purely logical, hybrid systems require the consideration of physical time. In order to combine these inherently different time concepts, the computational model of macro steps is endowed by a continuous transition as depicted in Figure 4.

In addition to the memorized and event variables, there are additionally hybrid variables in Hybrid Quartz. Hybrid variables must have the data type real and are the only variables who have continuous evolutions during the macro steps. These continuous variables can be assigned by flow assignments \( x \leftarrow \tau \) whose left hand side may also refer to the derivation of the continuous variable \( \text{drv}(x) \leftarrow \tau \). For specification and verification reasons, one can additionally impose constraints \( \text{constrain}(S,M,E)(\phi) \), which state that the condition \( \phi \) has to be satisfied at the Start, at any intermediate point or at the End of the continuous evolution.

The continuous actions \( x \leftarrow \tau, \text{drv}(x) \leftarrow \tau, \) and \( \text{constrain}(S,M,E)(\phi) \) may only occur in special statements of the form \( \text{flow } S \text{ until}(\sigma) \) where \( S \) is a list of flow assignments and \( \sigma \) is a so-called release condition that terminates the continuous phase defined by the flow statement. The compiler also generates guarded actions for Hybrid Quartz, where the actions now additionally consist of continuous guarded actions, i.e., guarded actions that contain flow assignments or constrain actions as well as guarded actions \( (\gamma, \text{release}(\sigma)) \) for the release conditions.

In Hybrid Quartz, there exists also a new operator \( \text{cont} \) that allows one to access the discrete as well as the continuous value of a hybrid variable during a flow statement, i.e., its value at the time when the continuous phase was started and its value at some considered point of time during the continuous phase.

More information on hybrid Quartz can be found in [4].

The simulation of Hybrid Quartz programs, depicted in Figure 4, is performed as follows: After computing the discrete variable environment \( E_{\text{discr}} \) by means of the causality analysis, one can determine which of the continuous actions are enabled. Taking the values of \( E_{\text{discr}} \) as initial values for potential systems of ordinary differential equations, the continuous flow of the macro step is executed until the first active release condition \( \sigma \) is satisfied. \( E_{\text{cont}} \) stores the values of all variables at the end of the continuous transition. Note, that \( E_{\text{discr}} \) and \( E_{\text{cont}} \) coincide in all discrete variables, as these do not change their value during the continuous evolution. The delayed transition now obtains both environments as inputs and computes the partial environment \( E_{\text{del}} \) for the following macro step.
module bouncingball() {
    hybrid real h;
    hybrid real v;
    int n;
    h = start;
    v = 0.0;
    n = 0;
    loop{
        (w, w') : flow {
            drv(h) <- v;
            drv(v) <- -9.81;
        } until (cont(h) <= 0.0 and cont(v) <= 0.0)
        next(n) = n+1;
        next(v) = v * -0.5;
        (l, l') : flow{} until (true);
    }
}

Figure 5: Bouncing Ball Example in Hybrid Quartz

We conclude this section by listing a Quartz program for the well-known Bouncing Ball example in Figure 5. The program models a bouncing ball, whose velocity is reduced by half whenever it bounces on the floor. Initially, the ball starts at height $h = 0.0$ with velocity $v = 0.0$, and no bounces appeared so far ($n = 0$).

5 From Hybrid Quartz to Modelica Programs

The intermediate code format of Hybrid Quartz in the form of guarded actions is already very close to Modelica code. Only few adjustments need to be made in order to obtain an equivalent Modelica program. The translated Modelica program will have the general form

```model fromQuartz
    Variable Declarations;
    equation
    all continuous guarded actions
    when (disjunction of all guarded release conditions)
        for each variable: gather all guarded actions in one expression
        for each continuous variable: reinit with the associated discrete value
    end when;
end fromQuartz:
```

Hybrid Quartz essentially provides two environments for each macro step, $\mathcal{E}_{\text{discr}}$ and $\mathcal{E}_{\text{cont}}$. The third environment $\mathcal{E}_{\text{del}}$ can be omitted in Modelica models, as one can use the pre-operator instead.

To obtain an equivalent Modelica model, it is necessary to represent these two environments in some way. The easiest way is to create for each variable a discrete version and a continuous version, where the discrete version refers to $\mathcal{E}_{\text{discr}}$ and the continuous version refers to $\mathcal{E}_{\text{cont}}$. As the two environments coincide on all discrete variables, it suffices to only create a copy for each hybrid variable. That means, each hybrid variable `hybrid real x` in Quartz is replaced in Modelica by

```discrete Real x_discr; Real x;
```

whereas each discrete\(^5\) variable `type y` in Quartz is replaced by

```discrete type y;
```

\(^5\)The storage class of discrete variables is handled by the compiler in that appropriate reactions to absence are generated.
The guarded actions are translated into Modelica in two successive steps: In the first step, each guarded action \( \gamma \Rightarrow \alpha \) is translated into the equivalent statement

\[
\text{if } \sigma \text{ then } \alpha.
\]

As this code is not yet supported by the existing tools, these guarded actions will be gathered together in actions of the form

\[
x = \text{if } \gamma_1 \text{ then } \alpha_1 \text{ else if } ...
\]

which are accepted by both Dymola and OpenModelica.

The first type of actions are immediate assignments in the form of

\[
\gamma \Rightarrow x = \tau.
\]

This action is replaced by

\[
\text{if } \gamma_{\text{discr}} \text{ then } x = \tau_{\text{discr}}
\]

where \( \gamma_{\text{discr}} \) and \( \tau_{\text{discr}} \) replace each occurrence of a continuous variable \( x \) by either \( x \) or \( x_{\text{discr}} \), depending on whether \( x \) lies within a \( \text{cont}(_,_) \) statement or not.

The second type of guarded actions is that of delayed actions \( \gamma \Rightarrow \text{next}(x) = \tau \).

Analogously to the discrete actions, first \( \gamma \) and \( \tau \) are replaced by \( \gamma_{\text{discr}} \) and \( \tau_{\text{discr}} \). In a second step, all variables \( x \) are replaced by \( \text{pre}(x) \) in \( \gamma_{\text{discr}} \) as well as in \( \tau_{\text{discr}} \), as the computation of these actions must be done w.r.t. the variable environment of the previous macro step. This has the same effect as computing the delayed assignments in the current macro step and storing them in an intermediate environment.

Expressions within flow actions conditions are treated analogously.

In the second step, for each variable all conditional assignments are collected and written as a single assignment with the variable on the left hand side. Additionally, according to the storage class of the variable, the reaction to absence is encoded:

- \text{event} variables are set to their default value.
- \text{memorized} variables are set to their previous discrete value.
- \text{hybrid} variables are set to their last known continuous value.

Equations concerning the continuous flow are written first in the equation setting. As condition for the following when-statement, the boolean disjunction of all release actions is given.

According to simple test models, Modelica or at least the demo version of Dymola and OpenModelica are not capable to handle execution steps, where the continuous evolution actually does not consume physical time. Therefore we must add a timer \( t \) which is reinitialized to 0 during each discrete transition and increases linearly in time. All activation conditions of the when statement now must be conjuncted with the condition that time has actually advanced, i.e. \( t \geq \text{min} \), where \( \text{min} \) is some minimal time (chosen suitable small).

Within the when-statement, now all discrete equations are written down. Furthermore, all hybrid variables are reinitialized with their discrete values.

The translation procedure is finally illustrated by the bouncing ball example given in Figure 5. In a first step, the program is compiled to guarded actions. The boolean variable \( \text{Init} \) will hold iff the execution is in the initial step. Furthermore, in order to increase readability, the boolean expression \( \text{cont}(h) \leq 0.0 \) and \( \text{cont}(v) \leq 0.0 \) in the flow statement is replaced by \( \sigma \). The corresponding Modelica model is given in Figure 6.

1. \((\text{Init} \lor \text{l}) \land \sigma \Rightarrow \text{next}(w) = \text{true}
2. \((w' \lor \text{Init} \lor \text{l}) \land \lnot \sigma \Rightarrow \text{next}(w') = \text{true}
3. w \Rightarrow \text{next}(l) = \text{true}
4. \text{Init} \lor \text{l} \lor w' \Rightarrow \text{der}(h) \leftarrow v
5. \text{Init} \lor \text{l} \lor w' \Rightarrow \text{der}(v) \leftarrow -9.81
6. w \Rightarrow \text{next}(n) = n+1
7. w \Rightarrow \text{next}(v) = v*-0.5
8. \text{Init} \lor \text{l} \lor w' \Rightarrow \text{release}(\sigma)
model BouncingBall
    Real h (start = 10);
    discrete Real h_discr (start = 0);
    Real v;
    discrete Real v_discr (start = 0);
    Boolean Init(start = true);
    Boolean w(start = false);
    Boolean w2(start = false);
    Boolean l (start = false);
    Integer n (start = 0);
    Real t(start=0);

equation
    der(t) = 1;
    der(h) = if (Init or l or w2) then v else 0;
    der(v) = if (Init or l or w2) then -9.81 else 0;

    when ((t>=0.01) and (((Init or l or w2) and h < 0 and v < 0) or w)) then
        n = if pre(w) then pre(n) + 1 else pre(n);
        v_discr = if pre(w) then - pre(v) * 0.5 else pre(v);
        h_discr = pre(h);
        w = if (pre(Init) or pre(l) or pre(w2)) and pre(v) <= 0 and pre(h) <= 0
            then true else false;
        w2 = if (pre(Init) or pre(l) or pre(w2)) and not (pre(v) <= 0 and pre(h) <= 0)
            then true else false;
        l = if pre(w) then true else false;
        Init = false;

    reinit(v, v_discr);
    reinit(h, h_discr);
    reinit(t, 0);
end when;
end BouncingBall;

Figure 6: Modelica Model of the Bouncing Ball generated from a Hybrid Quartz Program
6 Conclusions

Hybrid Quartz and Modelica approach the modeling of hybrid systems from different starting points: While Hybrid Quartz emphasizes mainly the discrete part of the system, the Modelica language puts its emphasis on the continuous part. Nevertheless, this paper shows that both languages not only share a common core, but that one can translate Hybrid Quartz programs one-to-one to Modelica programs.

However, due to the different origins of the two modeling languages, Hybrid Quartz and Modelica provide very different algorithms for the analysis and simulation of the hybrid programs: Based on the well-developed theory within the discrete domain, Quartz (like other synchronous languages) is able to solve non-trivial algebraic loops, thus allowing a much broader variety of models. As non-trivial causal dependencies may easily occur, this is a big advantage over Modelica programs. Furthermore, discrete Quartz already provides algorithms for formal verification.

On the other hand, as the main emphasis of Modelica lies on the continuous part of the hybrid system, algorithms to deal with the continuous evolutions of such systems are well-developed. As Quartz only has been recently extended to Hybrid Quartz, sophisticated algorithms for dealing with the continuous dynamics are still missing.

Thus, tools for both languages could learn a lot from each other. Tools for synchronous languages offer sophisticated procedures for formal verification, worst case execution time analysis and causality analysis, while tools that deal with Modelica offer much better support for continuous dynamics. Thus, the resulting mixture could be a lot more powerful as both tools on their own.
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