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Abstract

Synchronous programs offer comfortable statements for preemption, which allow statements to abort or suspend other statements. However, while these preemption statements can be used to conveniently describe complex control behaviors in a concise, but yet precise way, they impose very difficult problems for the modular synthesis of systems. For this reason, the integration and re-use of already pre-compiled IP cores has - so far - only been possible in two restricted variants: either by calls to instantaneous procedures of the host language or by calls to asynchronous tasks of the host language. The first variant is restricted to combinational circuits, and the second variant breaks the synchronous design paradigm.

In this paper, we therefore propose the use of wrappers to integrate different kinds of IP cores. These IP cores may not be written in a synchronous language, but can nevertheless be called almost without restrictions in a synchronous program. Our wrappers around the instantiated cores imitate the standard interface of synchronous modules used by compilers, which is the key for our seamless integration. We have implemented the approach in the upcoming version 2.0 of the Averest system and illustrate its use in this paper by a sequential multiplier circuit.

1 Introduction

It is well-known that embedded systems are becoming more and more complex, while their design time is restricted by tight time-to-market constraints. An efficient way to tackle this problem is to re-use already existing components to assemble new systems, which already lead to new design flows like SoC design [6, 21]. This development strategy is mandatory for several reasons: First, reusing components significantly reduces the time to market, and second already proven and tested components generally increase the safety of the overall system. Third, especially in the area of embedded systems, developers need a deep understanding of the application. Typically, only specialized experts have the knowledge and experience for a given system part. These reasons led to the current market structure: all the components of an embedded system are developed by various suppliers, which are then assembled by the distributing company.

In computer science, these components are rarely physical objects. Instead, code bases exists for hardware parts (e.g. processor cores), for software parts (e.g. software libraries) as well as combinations of them (e.g. CAN bus controllers). They are usually distributed as so-called intellectual property (IP) cores. Using these IP cores gives rise to some problems, of which the most challenging one is the support of an adequate infrastructure for their integration\(^1\). In general, there are several alternatives: First, it might be the case that the module is available as

\(^1\)See e.g. http://www.vsia.org or http://www.spiritconsortium.org.
a soft core in a specific description language, and the user must use this language in order to use the module. Second, the IP provider may distribute a hard core and makes use of a high-level integration mechanism, which allows the integration of several modules written in different languages but using the same integration mechanism. This is based on the principle that there are two levels of a description language: the language in which the module is developed and a language that is merely used for the integration, i.e., a meta-language [9].

Esterel-Studio, an integrated development environment for the synchronous programming language Esterel, follows the second approach\(^2\) (which we will call shallow embedding in the following) and provides a generation of components conforming to the IP-XACT industry standard [2], which can be subsequently combined with other conforming components from different sources. While this idea is very appealing due to its flexibility, it requires an interaction with the IP cores at a very low level: The usual integration only allows a parallel execution of the IP cores and the developed system, and communication between them is restricted to signals. All other features imperative synchronous languages provide (e.g., sequencing, sophisticated preemption) must be explicitly handled. Therefore, using the module at an arbitrary position in the synchronous program is not possible. Furthermore, all higher data types must be explicitly reduced to simple ones that the integration language supports. For many hardware description languages, this may be more acceptable, since their abstraction level tends to be lower compared to synchronous languages.

In contrast to this shallow embedding, our approach provides a deep embedding of IP cores for synchronous languages. Developers can use the synchronous programming language both for the creation of new native modules and their integration with proprietary IP cores. This provides the developer with a high-level interface, since all modules can be used without any restrictions in the program (in particular, also in preemption statements). We implemented our integration approach for the imperative synchronous language Quartz by extending the linker of the upcoming version of the Averest system.

This paper is structured as follows: In Section 2, we give a brief overview over the synchronous language Quartz and its main programming paradigms. Section 3 presents our module format, which defines the interface that must be provided by all components to be integrated by the linker (that is used for both hardware and software synthesis). Subsequently, Section 4 defines several classes of IP cores and explains how the required interface can be added to cores of these classes. In Section 5, we illustrate our approach by an example before we draw some conclusions in Section 6.

2 Synchronous Languages

Quartz [14] is an imperative synchronous language derived from the Esterel language [5, 4]. The common paradigm of all synchronous languages is perfect synchrony [10, 1], which means that a sequence of statements can be executed in zero time. Consumption of time must be explicitly programmed by special statements which partition the whole program into macro steps. In the programmer’s view, all macro steps take the same amount of logical time. Thus, concurrent threads run in lockstep and automatically synchronise at the end of their macro steps. The introduction of this logical time scale is not only a very convenient programming model, it is also the key to generate deterministic single-threaded code from multi-threaded synchronous programs. Thus, synchronous programs can be executed on ordinary microcontrollers without complex operating systems. As another advantage, the translation of synchronous programs to hardware circuits is straightforward [3, 13]. Furthermore, the concise formal semantics of syn-

\(^2\)Esterel additionally supports the concept of a ‘host language’, where functions and procedures written in the host language can be called from the synchronous program. However, host language constructs are not considered by Esterel compilers, and are therefore not verified. Thus, recent efforts try to move as much as possible into the Esterel part and to completely eliminate the host language.
chronous languages makes them particularly attractive for reasoning about program properties. Therefore, synchronous languages are well-suited for the design of safety-critical embedded systems that consist of both, application-specific hardware and software.

In the following, we give a brief overview of the Quartz language core, which is powerful enough to define most other statements as simple syntactic sugar. Due to lack of space, we do not describe the semantics of Quartz in detail, and refer instead to [14] and, in particular, to the Esterel primer [4], which is an excellent introduction to synchronous programming. The Quartz core consists of the following statements, provided that $S$, $S_1$, and $S_2$ are also core statements, $\ell$ is a location variable, $x$ is a variable, $\sigma$ is a Boolean expression, and $\alpha$ is a type:

- nothing (empty statement)
- $x = \tau$ and next$(x) = \tau$ (assignments)
- $\ell$ : pause (consumption of time)
- if $(\sigma)$ $S_1$ else $S_2$ (conditional)
- $S_1; S_2$ (sequential composition)
- do $S$ while$(\sigma)$ (iteration)
- $S_1 \parallel S_2$ (synchronous concurrency)
- [weak] abort $S$ when [immediate]$(\sigma)$ (abortion)
- [weak] suspend $S$ when [immediate]$(\sigma)$ (suspension)
- $\{\alpha x; S\}$ (local variable $y$ with type $\alpha$)
- name$(\tau_1, \ldots, \tau_n)$ (module instantiation)

There is only one basic statement that defines a control flow location, namely the pause statement. These statements are endowed with unique Boolean valued location variables $\ell$, which are true iff the control flow is currently at the statement $\ell$ : pause. Since all other statements are executed in zero time, the control flow can only rest at these positions in the program.

There are two variants of assignments, both of which evaluate the right-hand side in the current step. However, immediate assignments $x = \tau$ transfer the value of $\tau$ to the left-hand side $x$ immediately, whereas delayed ones next$(x) = \tau$ transfer the value in the following step. Due to the perfect synchrony paradigm, each variable has exactly one value throughout the whole step, which leads to the well-known causality problems [16, 18, 15, 19]. Another related problem is caused by local variables whose scope is left and reentered within a single macrostep. As only a single value can be assigned to each variable, local variables must be consequently duplicated by any compiler. These problems are also well-known as schizophrenia problems [17, 20].

In addition to the control flow constructs known from other imperative languages (conditional, sequential composition and iteration), Quartz offers synchronous concurrency: $S_1 \parallel S_2$ starts the statements $S_1$ and $S_2$ immediately, and both run in lockstep, i.e. they automatically synchronise by a global clock when they hit the following pause statement. Furthermore, Quartz offers sophisticated preemption statements: A statement $S$ which is enclosed by an abort block is immediately terminated when the given condition $\sigma$ holds. Similarly, the suspend statement freezes the control flow in a statement $S$. Thereby, two variants of preemption must be distinguished: strong (default) and weak (indicated by the keyword weak) preemption. While strong preemption deactivates the data flow of the current step (i.e. the preemption takes place at the beginning of the macro step), weak preemption lets the interrupted statement first execute all its data actions until the end of the current step.

Quartz also supports modular design. An arbitrary synchronous program can be encapsulated into a module, which exposes a set of input and output signals for interaction. In the following, we extend this mechanism to ordinary IP cores. This is not straightforward, since modules can then be instantiated at an arbitrary place in the program. Thus, in addition to parallel execution, a module instantiations can be sequentially chained to other behaviours.

---

3To be precise, the rarely used immediate forms of suspend also have this ability.
Furthermore, it can be located in any abortion or suspension context, which possibly preempts its execution. Hence, it is clear that additional (implicitly defined) control signals are needed, which supervise the execution of these modules. These signals as well as the general structure of compiled modules will be explained in the next section.

3 Averest Intermediate Format

As the starting point for a linker, we use guarded actions [7, 8, 11, 12] as a well-established intermediate format, which is used in the compilation process of almost every synchronous language. In particular, guarded actions are also the essential part of the intermediate representation Averest Intermediate Format (AIF) of our Averest system4: Guarded actions are the first intermediate result of the compiler, and serve as starting point for hardware and software synthesis [17].

Thus, the modules that we consider for integration are defined by sets of guarded actions. Each one has the form \((\gamma, C)\), where the Boolean condition \(\gamma\) is called the guard and \(C\) is called the action of the guarded action, which are either immediate assignments of the form \(x = \tau\) or delayed assignments of the form \(\text{next}(x) = \tau\). 5

The semantics of these guarded actions is defined as follows: In each macro-step, the guards of all actions (of all variables) are checked simultaneously. If a guard is true, the right-hand side of the action is immediately evaluated. Immediate actions assign the computed value immediately to the variable on the left-hand side of the assignment, while the updates of delayed actions are deferred to the following macro-step. If no action is active in a reaction, event variables are reset to their default values, while memorised (registered) variables maintain their previous values.

In principle, linking of several modules on this level only consists of collecting their guarded actions and connecting the variables which are exposed at the data interface. However, module instantiations may occur at arbitrary points in the synchronous program so that further signals are needed to control the execution of the individual modules. Hence, in addition to the data variables exposed by the interface at source-code level, each AIF module \(M\) implicitly provides the following control interface inputs:

- \(\text{go}^\text{surf}(M)\) activates only the combinational part of the module.
- \(\text{go}^\text{depth}(M)\) activates and enters the module \((\text{go}^\text{depth}(M) \rightarrow \text{go}^\text{surf}(M)\) always holds).
- \(\text{abrt}(M)\) aborts the control flow.
- \(\text{susp}(M)\) suspends the control flow and has higher priority than \(\text{abrt}(M)\).
- \(\text{prmt}(M)\) kills the data flow (usually a result of a surrounding abort- or suspend-statement), and all actions of \(M\) are deactivated.6

In exchange, the following signals are output by each module \(M\) to give the surrounding module information about its own execution status:

- \(\text{inst}(M)\) is true iff the module is combinational (instantaneous).
- \(\text{insd}(M)\) indicates whether a control flow in the module is active, i.e. whether the module has been started in a previous cycle \((\text{go}^\text{depth}(M) = \text{true})\) and its computations have not yet terminated.
- \(\text{term}(M)\) is true iff the module completes its computations and terminates voluntarily in this macro step.

Due to the lack of space, the motivation for the definition of this specific set of signals cannot be given at this point. Instead, we refer to other publications [17, 14] which present the compilation of synchronous programs in more detail and thereby reveal the motivation.

4See http://www.averest.org.
5In principle, each IP core can be decompiled into guarded actions so that it can be used like any other module, e.g. for simulation and analysis.
6The signals \(\text{abrt}(M), \text{susp}(M)\) or \(\text{prmt}(M)\) only affect the non-combinational part of the module. If a module \(M\) should be aborted or suspended in its initial step, \(\text{go}^\text{depth}(M)\) and possibly \(\text{go}^\text{surf}(M)\) are set to false.
4 Integrating IP Modules

In principle, an IP core must provide the full data interface and control interface (as defined in the previous section) in order to be deeply integrated in a synchronous program. As this is not generally the case, a wrapper must be added, which translates the interface required by the synchronous language environment to the specific one of the IP core. Then, the resulting combination of wrapper and core (which will be called IP module in the following) cannot be distinguished from modules written in a synchronous language.

This wrapper has to fulfill the following basic requirements: First, it must actually instantiate the core and control it according to its input control signals. Second, it must provide the logic for the output control signals and data signals, and third, it must be written in a language which is understood by the synthesis tool (typically VHDL or Verilog). The following paragraphs outline these requirements.

4.1 Control Interface

In order to maintain the advantages of synchronous languages for verification, wrappers for IP cores should respect the well-formed properties of synchronous modules. In particular, modules are expected to be cooperating, i.e. such a module will terminate if it is aborted from the outside context, and will deactivate its data flow if the preemption context demands this deactivation.

If these properties have been checked for an IP core, verified properties referring to the native part of the system can still be guaranteed for the entire system. A very simple way to check the well-formedness for a developer is to ensure that he would be able do give a synchronous program that models the same behaviour as the IP core.

Integrated cores usually provide some control signals that allow the wrapper to influence their execution. In the addition to the obligatory clock signal, many circuits expose a reset (rst) and a clock enable (ce) signal. Quartz modules usually do not need them: starting a module brings it to a predefined state, and a suspend-statement can be placed around it to temporarily stop its execution. Therefore, designers should hide these signals inside the wrapper as will be shown in Section 4.4.

Nevertheless, we are sure that this may not always be possible or advantageous. For example, some complex cores provide reset signals for different parts of their functionality; these should be made explicit inputs of the module. Others do not accept inputs in the same cycle in which they are reset; this means that the corresponding modules do not accept inputs in their first step. Designers will have to make sensible choices, depending on the core itself, as well as on the desired level of abstraction.

4.2 Data Interface

In contrast to the control signals, the logic for the translation of the data interface, which contains the actual inputs and outputs of the core, is straightforward. The wrapper usually does not have to look at the inputs; however, depending on the class of the core, it has to look at some or all of the outputs in order to determine whether the core has finished its task and the module terminates.

The only thing the wrapper needs to implement is the selection of variable values. Since variables can be shared between several modules, and since each one potentially assigns new values to it, write operations must be arbitrated. The synchronous semantics requires that there are no conflicting assignments in a single step. Hence, the problem only consists of selecting the module that determines the value of the variable in the current step. To this end, the wrappers are given in addition to the input variables $x_1, \ldots, x_m$ the following signals for each output variable $y_i \in \{y_1, \ldots, y_n\}$
• $y_i^{\text{in}}$ is value of the output variable $y_i$ determined by the surrounding module. The wrapper has to forward this value to the core if it does not determine the value itself, since it may read the value.
• $y_i^{\text{core}}$ is the value of the output variable $y_i$ determined by the core.
• $y_i^{\text{out}}$ is the actual value of the output variable $y_i$.

In the following two subsections, we show how to build a wrapper that provides these control and data interfaces. Thereby, we distinguish two fundamental classes: combinational or sequential cores. Thus, we strictly divide them according to this characteristic. In fact, the module description could even include a flag indicating the class, thereby potentially allowing the synthesis tool to perform certain optimizations.

### 4.3 Combinational Modules

Combinational modules do not have a clock signal. They are instantaneous and can be modeled in synchronous languages by using immediate actions only. Since the module does not have a clock signal, the control flow is never inside of them. Hence, the control signals $\text{go}^{\text{depth}}(M)$, $\text{abrt}(M)$, $\text{susp}(M)$ and $\text{prmt}(M)$ do not have any influence on the behaviour, the wrapper can generate the following output signals independently of the concrete IP core:

- $\text{inst}(M) = \text{true}$
- $\text{insd}(M) = \text{false}$
- $\text{term}(M) = \text{false}$

All data outputs of the core are conditionally forwarded. A multiplexer selects between the value generated by the core and the value generated somewhere outside the core, where the activation condition of the module $\text{go}^{\text{surf}}(M)$ is responsible for the selection.

- $y_i = (\text{go}^{\text{surf}}(M) \Rightarrow y_i^{\text{core}} | y_i^{\text{in}})$

### 4.4 Sequential Modules

The integration of sequential modules is more complicated. Before they can be used, some cores have to be reset, while others either do not need a reset or can be reset in the same cycle as they accept their first input. In all these cases, the wrapper hides the reset signal from the user; the representing Quartz module is assumed to start with a sequence of empty macro steps. Note that the user still has to consider the timing in the interaction.

In order to compute the control signal outputs, the wrapper for sequential modules needs an additional register $l$ which is true whenever the control flow is inside of it. The register is set when the control flow enters the module ($\text{go}^{\text{depth}}(M) = \text{true}$) or moves within the module. It is cleared if the module terminates or a preemption takes place without re-entering the module at the same time.

This information is needed for the $\text{insd}(M)$ control signal itself, as well as for the $\text{term}(M)$ control signal. For the special case of a core that never terminates, the latter is constantly false. For all other cases, the termination of the core must be determined from its output signal. In general, most cores which terminate at some point provide a $\text{ready}$ signal which notifies the wrapper of this condition; otherwise the wrapper has to deduce this condition in another way (e.g. by counting the number of cycles since the core was started).

- $\text{inst}(M) = \text{false}$
- $\text{insd}(M) = l$.
- $\text{term}(M) = l \land \forall d y$ if the core terminates at some point, otherwise $\text{term}(M) = \text{false}$.
- $\text{next}(l) = \text{go}^{\text{depth}}(M) \lor (\text{insd}(M) \land \neg(\text{abrt}(M) \lor \text{term}(M))) \lor (\text{insd}(M) \land \text{susp}(M))$.

The module is active during the next macro step if the module is started (again) or if it is already active and it neither terminates nor it is aborted. The last part of the condition covers the case when the module is suspended and active: then it will always be active in the next macro step, too.
while(σ){
    M(y_1, ..., y_n);
}

while(σ){
    weak abort
    M(y_1, ..., y_n);
    when(σ);
}

Figure 1: Module Duplication Examples

- \( y_i = \left( (\neg \text{prmt}(M) \land (\text{insd}(M) \lor \text{go surf}(M))) \right) \Rightarrow y^\text{core}_i | y^\text{in}_i \). The outputs of the core define the values of the outputs of the module in the current macro step iff the data flow is not killed, and the module is active. This condition can optionally be combined with other predicates (for example a data-valid signal from the core) or with different conditions for different variables, in order to control more precisely in which macro steps the module defines the values of the output variables.

The following signals are used by the IP core itself:

- \( \text{ce} = \neg \text{susp}(M) \). If the module is suspended, its state is frozen by clearing the clock enable signal of the core. However, its outputs may still react to changes at its inputs (if \( \text{prmt}(M) = \text{false} \)). Note that cores without a clock enable signal cannot be instantiated inside a suspend statement, since it generally provides the only possibility to suspend the execution of a previously started core.
- \( \text{rst} = \text{go depth}(M) \). If a reset signal exists, it is set whenever the module is entered.

### 4.5 Weak Suspend

A challenging operation for the wrapper is the weak suspend, which halts the control flow and leaves the data flow unaffected. Many cores only have one clock-enable signal for the both parts. This is mainly due to the lack of such a distinction of them in netlists and most hardware description languages (like VHDL or Verilog). Consequently, these languages cannot distinguish between strong or weak preemption either.

From the practical side, it is difficult to imagine a correct application of weak suspend to a core. Therefore, we decided to freeze the state, but allow changes in the inputs to affect the outputs (i.e. disable delayed-assignments, but enable immediate-assignments). This is a sensible choice, although the corresponding Quartz code for the module would look very bizarre (the state would be modelled as control flow). However, this is not a conceptional problem, since we must only ensure that such a model exists.

### 4.6 Duplication of Modules

Duplication of modules arises from our support to embed IP cores at arbitrary parts of the program. This is necessary if a module is immediately restarted in the step when it terminates. This can happen if the module is instantiated in a loop, where the last macro step of module \( M \) overlaps with the first one of next iteration. A similar but more general situation is depicted in Figure 1: here, due to the weak abort statement embracing the module instantiation, any macro step (including the first one) of the module \( M \) can be potentially active at the same time as the first step of the next loop iteration.

This situation (which is known as schizophrenia in synchronous languages [17, 20]) can be avoided by the programmer by just starting the loop body with a \text{pause} statement. Nevertheless, since we aim at not restricting the expressiveness of synchronous languages, we do not refuse to compilation of these programs and allow the instantiations of IP cores at the beginning of loops, which makes the duplication of the combinational part necessary in general.
For native Quartz modules, this duplication is automatically done by the compiler. For IP cores, however, the combinational part cannot be extracted in general so that a duplication of the whole IP core is required. In order to do this expensive duplication only when absolutely needed, we add two attributes to the module description. The first one, \textit{dupEnd}, means that a core cannot be started (\textit{go\textsubscript{surf} (M)} is true) in the same step as it terminates (\textit{term (M)} is true). This attribute enforces duplications in situations like the first example. The second one, \textit{dupAny}, indicates combinational outputs. If this is the case, a core needs to be duplicated in situations like the second example.

5 Example

To illustrate the design of a wrapper for sequential modules, this section contains the corresponding code in VHDL for a multiplier. This multiplier is not pipelined and has a latency of multiple cycles; its inputs as well as its outputs are registered. Figure 2 lists the ports provided by the core.

The code for the wrapper is given in Figure 3. The control signals are generated exactly in the same way as described in the previous sections. All data inputs of the core are registered, hence there will be no conflict if the module terminates (or is aborted) and is restarted in the same macro step. Hence, both \textit{dupEnd} and \textit{dupAny} are false. The resulting module can then be used as follows:

\begin{verbatim}
sum = 0;
i = 0;
while(i < n){
    MultiplierModule(A[i],B[i],P);
    next(sum) = sum + P;
i = i + 1;
}
\end{verbatim}

The programmer only has to handle the inputs and outputs; the compiler and the wrapper handle the reset of the IP core, managing the control signals and dealing with (possibly variable) latencies. Since \textit{dupEnd} of the module is false, \textit{MultiplierModule} (and the multiplier itself) has to be instantiated only once, although the last macro step in one loop iteration is active at the same time as the first one in the next iteration.

6 Conclusions

In this paper, we proposed a method to embed IP cores into synchronous (Quartz) programs. This core can be given in any form suitable to the synthesis tool which produces the netlist of

<table>
<thead>
<tr>
<th>Signal</th>
<th>Direction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{clk}</td>
<td>in</td>
<td>clock signal</td>
</tr>
<tr>
<td>\textit{ce}</td>
<td>in</td>
<td>clock enable signal</td>
</tr>
<tr>
<td>\textit{valid}</td>
<td>in</td>
<td>true iff new input data is available; stops an older computation if necessary</td>
</tr>
<tr>
<td>\textit{A}</td>
<td>in</td>
<td>first factor</td>
</tr>
<tr>
<td>\textit{B}</td>
<td>in</td>
<td>second factor</td>
</tr>
<tr>
<td>\textit{Y}</td>
<td>out</td>
<td>result (product)</td>
</tr>
<tr>
<td>\textit{rdy}</td>
<td>out</td>
<td>true iff the result is available</td>
</tr>
</tbody>
</table>

Figure 2: HDL Interface of the Example Multiplier
The design; typically this includes netlists, Verilog and/or VHDL. We achieved this by defining a wrapper around the instantiation of the core. This wrapper in turn is part of a module description, together with two attributes that give hints to the Quartz compiler regarding the efficient use of chip resources.

Although the wrapper has to be written for every IP core, this task requires little work and is straightforward in practice. Furthermore, the wrapper hides certain details like control signals, duplication and in some cases even latency issues.

We expect that the ability to deeply embed IP cores, especially those for which no or no efficient equivalent representation exists, will extensively contribute to the utilisability of synchronous languages. The effort to implement this is low for synchronous language compilers which already support modular compilation, since both approaches require the same interface and are handled very similarly by the calling module.
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