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Abstract
We present a framework for the development of embedded systems called Averest. It includes a compiler for synchronous programs, a symbolic model checker, and a tool for hardware and/or software synthesis. Averest can be used for modeling and verifying finite as well as infinite state systems. Thus, Averest is not only well-suited for hardware design, but also for the development of embedded software. In particular, our input language Quartz allows the description of concurrent programs at a high level of abstraction.

1 Introduction
In Averest [13], a system is described using our Esterel–like synchronous programming language Quartz, and specifications can be given in temporal logics such as LTL, CTL, subsets of CTL*, and the μ-calculus. Currently, Averest consists of the following components that cover large parts of typical design flows:

- Ruby: a compiler for translating Quartz programs to transition systems
- Beryl: a symbolic model checker for finite and infinite state transition systems
- Topaz: a code generator for hardware and/or software

Figure 1 shows the dependencies between these components: A given Quartz program is first translated to a symbolically represented transition system in Averest's Interchange Format AIF which is based on XML [21]. Temporal logic specifications are thereby translated to alternating ω-automata and/or μ-calculus formulas. Depending on the used data types (integers with limited or unlimited bitwidth), the transition system has finitely or infinitely many states. The AIF description can then be used for verification and code generation. Moreover, third-party tools, e.g. other model checkers such as SMV, are integrated via translations of AIF descriptions to the input formats of these tools.

2 Compiling Synchronous Programs
The basic paradigm of synchronous languages [1, 6] is the distinction between micro and macro steps in a program. From a programmer's view, micro steps do not take time, while macro steps
take one unit of time. Thus, consumption of time is explicitly programmed by partitioning the program into macro steps. This programming model, referred to as perfect synchrony [6], together with concurrency allows the compilation of multi-threaded synchronous programs to deterministic single-threaded code. As a result, synchronous programs can be executed on small microcontrollers without the need to run complex operating systems.

A distinct feature of synchronous languages is their detailed formal semantics that is usually given by means of transition rules in structural operational semantics. This makes synchronous languages attractive for safety-critical applications where formal verification is mandatory. Moreover, they allow direct translations to synchronous hardware circuits. On the other hand, the synchronous programming model challenges the compilers: Intrinsic problems like causality and schizophrenia problems must be solved [14, 15].

An introductory example is the program shown in Figure 2. This program contains four main ingredients which are characteristic for synchronous programs: synchronization (await), signal emission (emit), sequencing (;), and concurrency (||). The behavior of the program is described as follows: There are two processes that concurrently wait for the input signals \(a\) and \(b\). As soon as both signals have occurred, the program immediately emits the output signal \(o\). Finally, this behavior is repeated each time the reset signal \(r\) occurs.

```plaintext
module ABRO:
    input
    a,b,r: event;
    output
    o:event;
    loop
        [await a || await b];
        emit o
    each r
    spec
        Spec1: A G (o -> a | b)
    end
```

Our compiler Ruby translates given Quartz programs to symbolic descriptions of transition systems. The correctness of Ruby has been formally proved by means of an interactive theorem prover [9–11, 15]. In addition to most Esterel statements, Quartz offers the following features:

- generic programs (parameters must be compile time constants)
- (synchronous, asynchronous, interleaved) concurrency
- explicit nondeterministic choice
• fixed bitwidth integers with a complete set of binary arithmetic operations
• infinite integers (with a restriction to decidable fragments of arithmetic)
• temporal logic specifications (LTL and certain subsets of CTL*)

Generic statements are a powerful means for describing parameterized systems. For example, the above program can be generalized to an arbitrary but fixed number $N$ of processes using the `syncpar` statement that implements synchronous parallelism ($\mathit{ubits}(N)$ is thereby the number of bits required to represent the compile-time constant $N$ as an unsigned binary number):

```plaintext
syncpar for i:bitvec[ubits(N)] := 0 to N-1 do
  await a[i]
end;
emit o
```

Figure 3: Example for a Generic Statement

Besides the translation of Quartz programs to transition systems, Ruby translates temporal logic specifications to alternating $\omega$–automata and/or $\mu$–calculus formulas, where the classification into safety, liveness, and fairness [12] is taken into account. This classification not only makes the verification process more efficient, it is also crucial for bounded model checking (see next section).

3 Verifying Finite and Infinite Transition Systems

Beryl is a symbolic model checker for the verification of finite and infinite state systems. As usual in symbolic model checking, finite sets are encoded by their characteristic functions in propositional logic using binary decision diagrams (BDDs) [4]. For the representation of infinite sets, however, more powerful logics are required, since propositional logic is naturally limited to the representation of finite sets. For that purpose, we use Presburger arithmetic, a decidable first–order predicate logic over the integers with addition as the basic operation [7, 8]. In the same way, we lift the specification language from propositional logic to Presburger arithmetic. An important aspect concerning efficient implementations is that every Presburger formula can be translated to a finite automaton that encodes its models. As there exists for every finite automaton an equivalent minimal one, automata can serve as a canonical normal form for Presburger formulas. This is very much in the same spirit as BDDs are used as a canonical normal form for propositional logic. Thus, automata can be viewed as a generalization of BDDs for the representation of infinite sets.

The ability to deal with data types over infinite domains makes Beryl attractive for the verification of datapaths without considering implementation specific details such as the bitwidth. In particular, there is no need to break a design down to Boolean expressions, as it is required for BDD based symbolic model checkers. For instance, large parts of microprocessors and assembler programs can be easily modeled in Presburger arithmetic. This is also an important step towards the verification in early design phases, where higher data types are used to model systems at an abstract level.

Beryl's specification language is the modal $\mu$–calculus that subsumes popular temporal logics such as CTL and LTL. To check $\mu$–calculus formulas, Beryl contains algorithms for global model checking [5, 12, 19], local model checking [3, 12, 19], and bounded variants thereof [2, 18, 20]. There are many differences between these algorithms, in particular, global and local model checking algorithms follow radically different paradigms: while global model checking algorithms use fixpoint iteration to check a specification, local model checking algorithms are based on the construction of proof trees (tableaux) using syntax directed decomposition rules.
The idea of bounded model checking is to reduce the verification problem to a satisfiability problem of the base logic, so that sophisticated SAT solvers can be employed to check the resulting formula.

For finite state systems, it is beneficial to be able to choose between different algorithms, since their runtimes may vary significantly. For example, safety properties can often be proved most efficiently using local model checking that incorporates induction-like reasoning. In contrast, bounded model checking is often superior when disproving a safety property by efficiently searching for a counter-example. For infinite state systems, however, the choice of the best algorithm is not primarily a matter of efficiency, but rather a matter of termination [19]. For instance, due to the different nature of global and local model checking algorithms, it may happen that one algorithm terminates for a given specification while the other does not, and vice versa. For this reason, Beryl contains different model checking algorithms and heuristics to achieve termination for a large class of specifications. Additionally, the implemented algorithms can even be combined, either manually or automatically. As an example, given a nested fixpoint formula, the outer fixpoint can be solved using local model checking and the inner one using global model checking. In this way, the class of specifications that can be checked automatically is extended even further [19, 20].

Beryl can also be used to determine tight bounds on the worst case execution time (WCET) of Quartz programs and other transition systems at an architecture independent level [16, 17]. WCET analysis is a crucial concern in the design of embedded systems, e.g. safety critical applications often require that certain tasks are completed before a strict deadline. One of the main problems of WCET analysis is that the number of executed instructions may heavily depend on the input data, in particular, the number of loop iterations may vary significantly. Using symbolic state space exploration techniques, however, it is possible to obtain exact information on the number of executed macro steps.

4 Generating Code for Synthesis

Topaz is a tool for translating transition systems generated by Ruby to hardware description languages (VHDL, Verilog) for hardware synthesis and to conventional programming languages (C) for software synthesis. For Verilog and VHDL code generation, finite state machines are generated that can be used as input for other tools like FPGA compilers to build hardware. The C code generation can be used for simulation or for a direct implementation on a microcontroller. For that purpose, interface functions are added to set the inputs and to get the outputs of a program. Topaz has been successfully used by our students for programming LEGO Mindstorm robots in practical courses.

5 Integrated Development Environment

The Averest tools have been integrated in the Eclipse development environment. Eclipse is an open source project dedicated to providing an extensible and full-featured platform for building software. As a major advantage, Eclipse allows the integration of third-party tools by means of plug-ins. In this way, the developer can benefit from standard components such as project and version management, while having access to specialized tools via comfortable graphical user interfaces. Figure 4 shows a screenshot of an Averest session in Eclipse. Key features of the Averest plug-in for Eclipse are an own perspective for Averest projects, syntax highlighting of Quartz programs, user-friendly dialog boxes for Ruby, Beryl, and Topaz, and the possibility to execute other tools (e.g. C compilers).
6 Future Work

The Averest project aims at providing a complete set of tools for the specification, verification, and implementation of embedded systems. Currently, it consists of a compiler for our synchronous language Quartz, a symbolic model checker, and a tool for hardware and/or software synthesis. Even though some of the features are also available in other tools, Averest is unique in many respects: First, it contains the only non–commercial compiler for synchronous languages that is able to generate hardware and software from programs with delayed actions. Second, it contains efficient algorithms for symbolically translating temporal logic specifications to $\omega$–automata that often outperform traditional approaches. Third, our model checker can be used for the verification of finite and infinite state systems using different model checking algorithms. In particular, it can benefit from local model checking, whereas most available symbolic model checkers are restricted to global model checking.

In the future, we plan to develop interfaces to other tools such as the HOL theorem prover. Clearly, also Ruby, Beryl, and Topaz will be improved. In particular, we are currently developing better algorithms for causality analysis in Ruby to eliminate constructive cyclic dependencies [14]. On the specification side, we plan to support Accellera’s property specification language PSL. Moreover, we are working on additional heuristics to achieve termination for infinite state systems that make use of invariants and well–founded orderings. Regarding software synthesis, there will be a direct translation to C code that maintains the structure of the given Quartz program. In contrast to the currently generated cycle–based code, this will produce much faster code of less size. Finally, we are extending Averest by tools for supervisory control.

Figure 4: Screenshot of Averest Session in Eclipse IDE
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