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ABSTRACT
Synchronous programming languages have proved to be advantageous for designing software and hardware for embedded systems. Despite their clear semantics, their compilation is remarkably difficult: In particular, one has to take care of potential schizophrenia problems. Although these problems are correctly translated with existing compilers, there is still a need for clean algorithms. In this paper, we present the first solution to eliminate schizophrenia problems by program transformations. These transformations are used for compilation, but also for increasing the readability of programs.
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1. INTRODUCTION
Synchronous languages like Esterel [13] or variants thereof [6 12 11 16] lend themselves well for the design of software and hardware for reactive real time systems, and are therefore already used in many industrial applications [7]. The basic paradigm of these languages is the perfect synchrony, which follows from the fact that most of the statements are executed as ‘microsteps’ in zero time. Consumption of time must be explicitly programmed with special statements like Esterel’s pause statement: The execution of a pause statement consumes one logical unit of time, and therefore separates different macrosteps from each other. As the pause statement is the only (basic) statement that consumes time, all threads run in lockstep: they execute the code, (i.e. the microsteps) between two pause statements in zero time, and automatically synchronize at their next pause statements.

To understand the data flow of a synchronous program, it is important to know that any variable, and hence any data expression, must have a uniquely determined value in each macrostep. If a variable’s value is changed by a microstep of a macrostep, then the new value is immediately seen in the entire macrostep, i.e. in all its microsteps. For this reason, the actual order in which the microsteps of a macrostep are executed is irrelevant.

The abstraction to macrosteps makes synchronous programming so attractive. It is not only an ideal programmer’s model, it additionally allows the direct translation of programs into synchronous hardware circuits, where macrosteps directly correspond to clock cycles. As the same translation is also used for software generation, many optimizations known for hardware circuits can be used to optimize software as well [2 8]. For this reason, synchronous programs are a good basis for HW/SW codesign [14].

However, the abstraction to macrosteps is not for free: Causality cycles and schizophrenic statements are the two major problems that must be solved by a compiler. Causality cycles arise when the value of a variable depends on itself, which corresponds to combinatorial loops in hardware circuits. Algorithms for causality analysis, that check if such cycles yield stable values, have been considered in many areas, and efficient algorithms are already available [13 10 5 17 4 2].

So far, there are less algorithms to solve schizophrenia problems. These problems occur if a statement is executed several times at the same point of time. This may only happen if a loop body terminates and is entered within the same macrostep. If the scope of a local variable is thereby left, and a new scope of the same variable is created, the compiler must carefully distinguish between the different incarnations that exist at the same time. This yields a difficult problem for hardware synthesis [2], since outputs of gates and registers must have a uniquely determined value at each point of time. As the software generation is also based on the circuit synthesis, the same problems appear also there.

Note that schizophrenia problems are not particular problems of Esterel. They must necessarily arise in all synchronous programming languages that provide local declarations as microsteps. Although it is reported in [2] that schizophrenia problems are rare, they still must be correctly handled by a compiler. As this is remarkably difficult, some languages like certain Statechart variants do not support local declarations at all, and thus support modular programming only in a limited way.

Simple solutions of schizophrenia problems (like duplication of loop bodies) generate unnecessarily large code. This is not acceptable for embedded systems, where resources are still rare. Thus, methods to compile programs with schizophrenia problems into small target code are still of high interest. Furthermore, the compilation should be based on ‘simple’ transformations that allow an efficient verification, if the correctness of a program has to be verified.

The Esterel compiler [3 7] is already able to solve all kinds of schizophrenia problems. Beneath schizophrenic local declarations, also schizophrenic parallel statements have to be considered there. The solution given in [2] considers for each schizophrenic statement a couple of copies according to its ‘incarnation level’. This duplication of code segments is necessary to distinguish between different incarnations, and can not be circumvented. The compile
time and the code generated by the Estrel compiler is also very good. On the other hand, the procedure described in [2] is quite complicated, and therefore it is hard to extend it with optimizations, or to check its correctness, e.g. with a theorem prover.

In this paper, we present a different solution to solve schizophrenia problems, where only one copy of the local variable is necessary, regardless of its incarnation level. Our solution is based on simple program transformations that allow us to transform potentially schizophrenic programs into equivalent ones without schizophrenia problems. We have proved the correctness of these transformations with the theorem prover HOL [9]. By experimental results, we moreover show that our compiler compares well with the sophisticated Estrel compiler. In fact, there are examples where our compiler generates significantly smaller code (section 5) without further optimizations.

The paper is organized as follows: in the next section, we define the syntax and semantics of our Estrel variant Quartz [15 16]. In Section 3, we then consider the two kinds of schizophrenia problems that arise in Quartz, namely schizophrenic abortion statements and schizophrenic local declarations, and present our program transformations for eliminating schizophrenic statements. Detailed algorithms for a transformation into equivalent equation systems are given in section 4; together with a complexity analysis. We then conclude with some preliminary experimental results.

2. SYNTAX AND SEMANTICS

Quartz [15 16] is a variant of Estrel [1 3 7] that extends Estrel by delayed assignments and emissions, asynchronous concurrency, nondeterministic choice, and inline assertions. Asynchronous concurrency is important to model distributed systems, or to allow the compiler to schedule the threads in an optimal way. The same holds for nondeterministic choice. Delayed assignments and emissions are often convenient, since they follow the traditional sequential programming style and therefore allow simpler translations from conventional programming languages like C or hardware description languages like VHDL. In the following, we briefly describe the syntax and semantics of Quartz. For more details, the reader is referred to [16 15] or to the Estrel primer, which is an excellent introduction to synchronous programming [3].

2.1 Syntax and Informal Semantics

Time is modeled by the natural numbers \( \mathbb{N} \), so that the semantics of a data type expression is a function of type \( \mathbb{N} \rightarrow \alpha \) for some type \( \alpha \). Quartz distinguishes between two kinds of variables, namely event variables and state variables. The semantics of an event variable is a function of type \( \mathbb{N} \rightarrow \mathbb{B} \), while the semantics of a state variable may have the more general type \( \mathbb{N} \rightarrow \alpha \). The main difference between event and state variables is however the data flow: the value of a state variable \( y \) is ‘sticky’, i.e. if no data operation has been applied to \( y \), then its value does not change. On the other hand, the value of an event variable \( x \) is not sticky: its value is reset to 0 (we denote Boolean values as 0 and 1) in the next macrostep, if it is not explicitly made 1 there. Hence, the value of an event variable is 1 at a point of time if and only if there is a thread that emits this variable at this point of time (i.e. a corresponding event).

Event variables are made present with the emit statement, while state variables are manipulated with assignments (:=). Of course, any event or state variable may also be an input, so that the values are determined by the environment only. emit statements and assignments are all data manipulating statements. The remaining basic statements of Quartz are given below:

**Definition 1. (Basic Statements of Quartz)** The set of basic statements of Quartz is the smallest set that satisfies the following rules, provided that \( S, S_1, \) and \( S_2 \) are also basic statements of Quartz, \( \ell \) is a location variable, \( x \) is an event variable, \( y \) is a state variable, and \( \sigma \) is a Boolean expression:

- **nothing** (empty statement)
- **emit** \( x \) and emit delayed \( x \) (emissions)
- \( y := \tau \) and \( y := \text{delayed} \tau \) (assignments)
- \( \ell : \text{pause} \) (consumption of time)
- if \( \sigma \) then \( S_1 \) else \( S_2 \) end (conditional)
- \( S_1 ; S_2 \) (sequential composition)
- \( S_1 \parallel S_2 \) (synchronous parallel composition)
- \( S_1 \ll S_2 \) (asynchronous parallel composition)
- choose \( S_1 \ll S_2 \) end (nondeterministic choice)
- do \( S \) while \( \sigma \) (iteration)
- suspend \( S \) when \( \sigma \) (suspension)
- weak suspend \( S \) when \( \sigma \) (weak suspension)
- abort \( S \) when \( \sigma \) (abortion)
- weak abort \( S \) when \( \sigma \) (weak abortion)
- local \( x \) in \( S \) end (local event variable)
- local \( y : \alpha \) in \( S \) end (local state variable)
- now \( \sigma \) (instantaneous assertion)
- during \( S \) holds \( \sigma \) (invariant assertion)

In general, a statement \( S \) may be started at a certain point of time \( t_1 \), and may terminate at time \( t_2 \geq t_1 \), but it may also never terminate. If \( S \) immediately terminates when it is started \( (t_2 = t_1) \), it is called instantaneous, otherwise we say that the execution of \( S \) takes time, or simply that \( S \) consumes time.

Let us now discuss the above basic statements: nothing simply does nothing, i.e., it neither consumes time, nor does it affect any data values. Executing emit \( x \) makes the event variable \( x \) present for the current macrostep, i.e., the value of \( x \) at that point of time is \( 1 \). Executing an assignment \( y := \tau \) means that \( y \) and \( \tau \) have the same values in the current macrostep. The variants emit delayed \( x \) and \( y := \text{delayed} \tau \) are similarly defined as emit \( x \) and \( y := \tau \), respectively, but with a delay of one macrostep. In the latter statement, \( \tau \) is evaluated at the current point of time, and its value is passed to \( y \) at the next point of time. We emphasize that none of these statements consumes time, although the delayed versions affect values of variables at the next point of time.

There is only one basic statement that consumes time, namely the pause statement. It does not affect any data values. We endow pause statements with unique location variables \( \ell \) that we will use as state variables to encode the control flow automaton.

if \( \sigma \) then \( S_1 \) else \( S_2 \) end is a conditional statement: depending on the value of \( \sigma \) in the current macrostep, either \( S_1 \) or \( S_2 \) is immediately executed. \( S_1 ; S_2 \) is the sequential execution of \( S_1 \) and \( S_2 \), i.e., we first enter \( S_1 \) and execute it. If \( S_1 \) never terminates, then \( S_2 \) is never executed at all. If, on the other hand, \( S_1 \) terminates, we immediately start \( S_2 \) and proceed with its execution.

\( S_1 \parallel S_2 \) denotes the synchronous parallel execution of \( S_1 \) and \( S_2 \). If \( S_1 \parallel S_2 \) is entered, we enter both \( S_1 \) and \( S_2 \), and proceed with the execution of both statements. As long as both \( S_1 \) and \( S_2 \) are active, both threads are executed in lockstep. If \( S_1 \) terminates, but \( S_2 \) does not, then \( S_1 \parallel S_2 \) behaves further as \( S_2 \) does (and vice versa). If finally \( S_2 \) terminates, then \( S_1 \parallel S_2 \) terminates.

Beneath the synchronous parallel execution, Quartz additionally offers asynchronous parallel execution \( S_1 \ll S_2 \). The difference is that one of the threads may execute more than one macrostep while the other one executes a single one or even none. One may argue that the presence of asynchronous parallel execution contradicts
the definition of a synchronous language. However, it is not too difficult to replace $S_1$ with standard Esterel statements using additional inputs [16] (that are called control variables). Another Quartz statement that does not belong to Esterel is the nondeterministic choice: choose $S_1$ or $S_2$ end will nondeterministically execute either $S_1$ or $S_2$. Again, using additional input (control) variables, nondeterministic choice can be reduced to other statements [16], so that we neither consider nondeterministic choice nor asynchronous concurrency in the following.

**do** $S$ while $S$ implements iteration: if this statement is entered, $S$ is executed until it terminates. If then $S$ holds, $S$ is once more executed, otherwise the loop terminates. It is required that for any input, the loop body $S$ must not be instantaneous.

(weak) suspend $S$ when $S$ implements process suspension: $S$ is entered when the execution of this statement starts (regardless of the current value of $S$). For the following points of time, however, the execution of $S$ only proceeds if $S$ evaluates to 0, otherwise its execution is ‘frozen’ until $S$ releases the further execution. Beneath suspension, abortion of processes is an important means for the process management. This is realized with the abort statements:

**abort** $S$ when $S$ immediately enters $S$ at starting time (regardless of the current value of $S$). Then, $S$ is executed as long as $S$ is 0. If $S$ becomes 1 during the execution of $S$, then $S$ is immediately aborted. The ‘weak’ variants of suspension and abortion differ on the data manipulations at suspension or abortion time: While the strong variants ignore all data manipulations at suspension or abortion time, all of them are performed by the weak variants. There are also immediate variants of suspension and abortion that consider the condition $S$ additionally at starting time. These can be easily defined in terms of the other variants [16].

The statements local $x$ in $S$ end and local $y : \alpha$ in $S$ end are used to define local event and local state variables, respectively. Their meaning is that they behave like $S$, but the scope of the variable $x$ or $y$ is limited to $S$. This means that the local variable is not seen outside the local statement. Without loss of generality, we assume in the following that there is no shadowing of variables, i.e., that all local variable names are unique and also different from input and output variables.

Quartz allows us to demand assertions that must hold when the control flow reaches certain locations: now $S$ demands that $S$ must hold in the current macrostep. during $S$ holds $S$ behaves like $S$, but additionally demands that whenever the control flow is inside $S$, then $S$ must hold. There is no further execution if the condition $S$ does not hold; the behavior is not defined in this case.

Similar to Esterel, Quartz allows us to define modules so that systems can be hierarchically organized. Existing modules can be called in other modules via the run statement in which textually replaces the module body. In general, a Quartz module is of the following form:

```quartz
module $M$
  input $a_1, \ldots, a_n, b_1 : \alpha_1, \ldots, b_m : \alpha_m$;
  output $x_1, \ldots, x_p, y_1 : \beta_1, \ldots, y_q : \beta_q$;
  $S$
end module $M$
```

The above module with the name $M$ therefore determines an interface in that it declares the input and output variables of the module. In case of state variables, it also specifies their types ($\alpha_j$ and $\beta_j$).

2.2 Formal Semantics

The semantics of Quartz and Esterel can be defined in several ways. In particular, Berry has worked out a semantics based on SOS transition rules (describing microsteps), and a direct translation into hardware circuits [2]. Recently, we have defined the control flow of a statement $S$ by the following control flow predicates [16] in $(S)$, inst $(S)$, enter $(S)$, and term $(S)$, and the data flow by the set of guarded commands gcmd $(\phi, S)$. The equivalence to a simplified hardware synthesis [15] has been proved in [16]:

- in $(S)$ is the disjunction of the pause labels occurring in $S$. Therefore, in $(S)$ holds at some point of time iff at this point of time, the control flow is at some location inside $S$.
- inst $(S)$ holds iff the control flow can not stay in $S$ when $S$ would now be started. This means that the execution of $S$ would be instantaneous at this point of time.
- enter $(S)$ describes where the control flow will be at the next point of time, when $S$ would now be started.
- term $(S)$ describes all conditions where the control flow is currently somewhere inside $S$ and wants to leave $S$. Note however, that the control flow might still be in $S$ at the next point of time since $S$ may be entered at the same time, for example, by a surrounding loop statement.
- move $(S)$ describes all internal moves, i.e., all possible transitions from somewhere inside $S$ to another location inside $S$.

The statement $S$ also has the meaning that it behaves like $S$, but the local variable is limited to $S$, and the data flow is defined in terms of the other variants $\gamma$, $\eta$. Subtle problems may arise when loop bodies may be executed more than once since the loop’s body can be terminated and entered at the same point of time. For this reason, these problems are called schizophrenia or reincarnation problems [12], chapter 12.

For example, consider a strong abortion statement abort $S$ when $S$. If the abortion condition $S$ holds, and the control flow is currently inside $S$, no data manipulation of $S$ should take place, since we have a strong abortion. For this reason, the formula $(S) \rightarrow \neg S$ has been added as a conjunct to all guards of body statements

Note that the above control flow predicates depend on time. Detailed definitions of the above predicates and the set of guarded commands are given in [16]. For example, for the body statement of module AbortReincarnation given in Figure 1, we obtain the following results (X $\phi$ means that $\phi$ holds at the next point of time, and $st$ is the start signal):

- in $(S) \equiv \ell$
- inst $(S) \equiv 0$
- enter $(S) \equiv X\ell$
- term $(S) \equiv 0$
- move $(S) \equiv \ell \land X\ell$
- gcmd $(st, S) \equiv \{(st \land \ell) \land \neg (\ell \land i), \text{emit a}, (\ell \land \neg i, \text{emit b})\}$

Using the above predicates, one can easily define the control and the data flow of a program [16]. For module AbortReincarnation, we obtain the following initial conditions $I_d$ and $I_{df}$, and the following transition relations $R_{cf}$ and $R_{df}$ of the control and data flow, respectively:

- $I_{df} = \neg \ell$
- $R_{cf} = (X\ell \leftrightarrow st \land \ell)$
- $I_{df} = R_{df} = (\{a = (st \land \ell) \land \neg (\ell \land i)] \land [b = \ell \land \neg i])$

3. SCHIZOPHRENIA PROBLEMS

Simply combining the control and data flow, would not reflect the intended semantics in all cases. Subtle problems may arise when strong abortion and local declarations are nested within a loop statement. The problem is that loop bodies may be executed more than once since the loop’s body can be terminated and entered at the same point of time. For this reason, these problems are called schizophrenia or reincarnation problems [12], chapter 12.

For example, consider a strong abortion statement abort $S$ when $S$. If the abortion condition $S$ holds, and the control flow is currently inside $S$, no data manipulation of $S$ should take place, since we have a strong abortion. For this reason, the formula in $(S) \rightarrow \neg S$ has been added as a conjunct to all guards of body statements

Note that the above control flow predicates depend on time. Detailed definitions of the above predicates and the set of guarded commands are given in [16]. For example, for the body statement of module AbortReincarnation given in Figure 1, we obtain the following results (X $\phi$ means that $\phi$ holds at the next point of time, and $st$ is the start signal):

- in $(S) \equiv \ell$
- inst $(S) \equiv 0$
- enter $(S) \equiv X\ell$
- term $(S) \equiv 0$
- move $(S) \equiv \ell \land X\ell$
- gcmd $(st, S) \equiv \{(st \land \ell) \land \neg (\ell \land i), \text{emit a}, (\ell \land \neg i, \text{emit b})\}$

Using the above predicates, one can easily define the control and the data flow of a program [16]. For module AbortReincarnation, we obtain the following initial conditions $I_d$ and $I_{df}$, and the following transition relations $R_{cf}$ and $R_{df}$ of the control and data flow, respectively:

- $I_{df} = \neg \ell$
- $R_{cf} = (X\ell \leftrightarrow st \land \ell)$
- $I_{df} = R_{df} = (\{a = (st \land \ell) \land \neg (\ell \land i)] \land [b = \ell \land \neg i])$
of strong abortion statements with condition \( \sigma \) (cf. [16] or section 4). However, if the strong abortion statement is nested within a loop, the loop immediately enters a new incarnation of the strong abortion statement. The problem is now that also the data manipulations that should take place when entering the new incarnation are suppressed. Hence, the second incarnation erroneously behaves like an immediate abortion statement.

![Module AbortReincarnation](image)

**Figure 1:** A schizophrenic abort statement

This erroneous behavior can be demonstrated with the module given in Figure 1. We expect the module to always emit the signal \( \alpha \) after starting time, regardless of the input \( i \), i.e., we expect the behavior of the finite state machine given in the upper half of Figure 2. The control and data flow as computed in [16] would however yield the behavior of the lower part of Figure 2 (consider state \( \ell \) when \( i \) holds).

The problem is that the control flow leaves and enters the abort statement at the same time, so that two reincarnations are concurrently exist. In the old incarnation, we have to suppress all data manipulations due to the strong abortion, but in the new incarnation all data manipulations must be performed (since we have not an immediate abort statement). Therefore, we must distinguish between the old and the new incarnation of the statement. As both incarnations exist at the same point of time, a distinction is not possible with predicates that consider macro steps only, since old and new reincarnations refer to different microsteps of the same macro step. For this reason, there is no way to define depth \( (S) \). Intuitively, depth \( (S) \) must not manipulate data values when it is entered, since these manipulations are completely contained in the surface part surface \( (S) \). However, the remaining data flow, and the entire control flow of \( S \) and depth \( (S) \) should be the same. A possible definition of depth \( (S) \) that satisfies these criteria is as follows:

**Definition 2 (Surface).** For any basic Quartz statement \( S \), we recursively define the Quartz statement surface \( (S) \) with the same assumptions as given in definition 1:

- depth (nothing) := nothing
- depth (emit \( x \)) := nothing
- depth (emit delayed \( x \)) := nothing
- depth (delayed \( y := \tau \)) := nothing
- depth (delayed \( y := \tau \)) := nothing
- depth (\( \ell : \) pause) := nothing
- depth (if \( \sigma \) then \( S_1 \) else \( S_2 \)) end := if \( \sigma \) then surface \( (S_1) \) else surface \( (S_2) \)
- depth \( (S_1; S_2) \) := surface \( (S_1) \);
  - if \( \text{inst}(S_1) \) then surface \( (S_2) \) else nothing end
- surface \( (S_1 \parallel S_2) \) := surface \( (S_1) \parallel surface \( (S_2) \)
- surface \( (do S \text{ while } \sigma) \) := surface \( (S) \)
- surface \( (suspend S \text{ when } \sigma) \) := surface \( (weak suspend S \text{ when } \sigma) \)
- surface \( (abort S \text{ when } \sigma) \) := surface \( (weak abort S \text{ when } \sigma) \)
- surface \( (local x \text{ in } S \text{ end}) \) := surface \( (S) \)
- surface \( (local y : a \text{ in } S \text{ end}) \) := surface \( (S) \)
- surface \( (now \sigma) \) := now \( \sigma \)
- surface \( (during S \text{ holds } \sigma) \) := surface \( (S) \)

It remains to define surface \( (S) \). It must not manipulate data values when it is entered, since these manipulations are completely contained in the surface part surface \( (S) \). However, the remaining data flow, and the entire control flow of \( S \) and depth \( (S) \) should be the same. A possible definition of surface \( (S) \) that satisfies these criteria is as follows:

**Definition 3 (Depth).** For any basic Quartz statement \( S \), we recursively define the Quartz statement depth \( (S) \) with the same assumptions as given in definition 1:

- depth (nothing) := nothing
- depth (emit \( x \)) := nothing
- depth (emit delayed \( x \)) := nothing
- depth (delayed \( y := \tau \)) := nothing
- depth (delayed \( y := \tau \)) := nothing
- depth (\( \ell : \) pause) := nothing
- depth (if \( \sigma \) then \( S_1 \) else \( S_2 \)) end := if \( \sigma \) then depth \( (S_1) \) else depth \( (S_2) \)
- depth \( (S_1; S_2) \) := depth \( (S_1) \);
  - if in \( (S_1) \) then surface \( (S_2) \) end;
- depth \( (S_1 \parallel S_2) \) := depth \( (S_1) \parallel depth \( (S_2) \)
- depth \( (do S \text{ while } \sigma) \) := do
  - depth \( (S) \);
  - if \( \sigma \) then surface \( (S) \) end
- depth \( (suspend S \text{ when } \sigma) \) := suspend depth \( (S) \) when \( \sigma \)

![Intended (upper half) and erroneous (lower hal](image)

**Figure 2:** Intended (upper half) and erroneous (lower half) behavior of module AbortReincarnation
The crucial point is that the control flows of depth to avoid the introduction of new the same. This is not trivially given, and required some special constructions in the definition of the depth for sequences and loops to avoid the introduction of newpause statements. Using the HOL system [9], we have proved the following theorem:

**Theorem 1** (Control Flow of Surface and Depth). For any Quartz statement \( S \), the following facts hold:

- surface \( S \) is instantaneous for all inputs
- \( S \) and depth \( S \) have the same control flow
- \( S \) and surface \( S \); depth \( S \) have the same control flow

To be more precise, we have even proved that the control flow predicates of \( S \), depth \( S \) and surface \( S \); depth \( S \) are all equivalent. One might expect that also the data flow is retained. However, this is not always the case. To see this, reconsider the body statement \( S \) of module AbortReincarnation in Figure 1. We compute the following (with additional Boolean simplifications):

- surface \( S \) = emit \( a \)
- depth \( S \) =
  
  \[
  \begin{cases}
  \text{do} \\
  \text{abort} \\
  \ell : \text{pause}; \\
  \text{emit} b \\
  \text{when} \ i; \\
  \text{emit} a \\
  \text{while} \ 1 \\
  \text{gcmd \ (st, surface (S)) = \{ (st, emit a) \}} \\
  \text{gcmd \ (st, depth (S)) = \{ (\ell, \text{emit} a), (\ell \land \neg i, \text{emit} b) \}}
  \end{cases}
  \]

Hence, surface \( S \); depth \( S \) and \( S \) do not have the same data flow: the obtained data flows are given in the upper and lower part of Figure 2. This difference can however only occur due to schizophrenic abortion statements. For this reason, we should restrict our consideration for a moment to statements where all strong abortion substatements have an empty surface, i.e., a surface with no guarded commands. Then, we have the desired equivalence of the data flows of \( S \) and surface \( S \); depth \( S \) that we have also proved with HOL:

**Theorem 2** (Data Flow of Surface and Depth). For any Quartz statement \( S \) such that for any substatement of the form abort \( P \) when \( \phi \) of \( S \) the set gcmd \( (\varphi, surface (P)) \) is empty for any preconditional \( \varphi \), the data flows of surface \( S \); depth \( S \) and S are the same.

Note, however, that the sets gcmd \( (\varphi, surface (S)) \); depth \( S \) and gcmd \( (\varphi, S) \) need not be the same. However, under the given assumption, both sets define the same data flow as stated in the above theorem. For this reason, we have to apply the following transformation on every strong abortion substatement to eliminate potential schizophrenic abortion statements:

\[ \text{abort} \ S \ when \ \sigma = \equiv \text{surface} \ (S) \ ; \ \text{abort} \ depth \ (S) \ when \ \sigma \]

The thereby obtained statement obviously fulfills the requirement of the above theorem. Using a microstep based semantics as given in [2], we can prove that the above two statements are equivalent. Alternatively, we prefer to use the above transformation to define the semantics of abortion statements, thus changing the semantics given in [16] to agree with Esterel’s semantics.

### 3.2 Schizophrenic Local Declarations

In the previous subsection, we have shown how schizophrenic abortion statements are eliminated. In this subsection, we show how to eliminate schizophrenic local declarations, which is more difficult. Clearly, as any statement, a local declaration can only be schizophrenic if it is left and entered at the same point of time. If this happens, we must distinguish between the two incarnations of the local variable, that may have different values. As both incarnations exist in the same macrostep, we need to store one of these values in a copy of the variable. Some sophisticated techniques – again based on microsteps rather than on macrosteps – are necessary to compute these different values.

For example, consider module LocalReincarnation given in Figure 3 (which is adapted from P17 in [2], page 132). The intended behavior of this module is as follows: We first enter the loop, and also the local variable declaration. At that instant of time, \( x \) can certainly not be present, since there is no emission for \( x \). We therefore emit \( xOff \) in the first conditional statement and reach with the next microstep location \( \ell \), which completes this macrostep. In the next macrostep, we first emit \( x \), and therefore emit \( xOn \) in the following conditional. In the next microstep, we leave the scope of the declaration of \( x \), so that the value of this incarnation of \( x \) will be forgotten. At the same instant of time, the next microstep starts a new loop body, thus creating a new local declaration with a new incarnation of \( x \). Of course, this new incarnation has nothing to do with the previous one. In particular, it is not present, since there is no emission for it. Hence, we also emit \( xOff \) in the first conditional and reach then location \( \ell \).

Hence, the module will emit \( xOff \) in the first macrostep, and afterwards both \( xOn \) and \( xOff \), which seems to be contradictory since at any point of time, any variable must have one and only one value. However, this is not a contradiction, since there is not one variable \( x \), but two, namely the old and the new incarnation of \( x \).

A statement may even have more than one incarnation in a single macrostep, which is shown with module MultipleReincarnation, of Figure 4 (it is an adaptation of P18 of [2], page 138). The intended behavior is quite complicated and is described in detail in [2] (consider also Figure 6). The interesting issue is that after starting time, the body of the innermost loop (drawn in the box) yields three incarnations, with different values of the local variables. For this reason, three incarnations of the conditional statement in the box are
concurrently executed. Each one emits one variable, so that \(x_{11}, x_{12}, x_{10}^{12}\) are all present after starting time.

Module \(\text{MultipleReincarnation}_2\) can be extended in an obvious way to \(\text{MultipleReincarnation}_4\), and so on. By induction, we can prove that the innermost local variable of \(\text{MultipleReincarnation}_n\) will have \(n\) reincarnations, its next local variable will have \(n - 1\) reincarnations, and so on.

Hence, a statement can be arbitrarily often started at the same point of time. Consequently, several reincarnations of the surface may be simultaneously executed with its depth.

For this reason, it seems that we need more than one copy of a local variable to store the values of all of its reincarnations. Indeed, the solution for handling schizophrenic local variables as suggested in [2], generates \(n\) copies of a local variable, where \(n\) is the so-called incarnation level: this is the number of local declarations and parallel statements in which its declaration is enclosed. For example, in \(\text{MultipleReincarnation}_2\), we reach the incarnation level 4, and the declaration of \(x_2\) is at level 2. According to the incarnation level \(n\) of a local variable declaration, the translation given in [2] creates \(n\) copies of that variable. The interaction of these copies is very complicated [2].

In the following, we will present a different solution to correctly translate statements with schizophrenic local variables, where only one copy of the local variable is sufficient. However, our solution still requires to copy surfaces multiple times according to their nestings in loops and sequences. Note that this is not too problematic, since these copies refer to combinatorial gates only, and therefore do not introduce further states to the control flow automaton. This is very important for hardware and software code generation, in particular when automaton code is generated to speed up worst case execution time.

In general, we have the situation pictured in Figure 5. Circles in Figure 5 represent states of the program, and the arrows between them represent macrosteps of the execution. The gray shaded area is moreover the scope of a local variable declaration \(x\). Considering Figure 5, we can identify the following situations:

- Clearly, immediate emissions of a macrostep that is completely inside the scope like \(S_1\) are uncritical.
- Delayed emissions of such a macrostep like \(S_2\) should however only be seen in the old scope, but not in a possible new incarnation. Hence, the emission of \(S_2\) must not be seen in the surface of the new scope, but in the depth of the old one.
- The same holds for immediate emissions of the depth of the old scope like \(S_3\). They must not be seen in the surface of the new scope, but must be seen in the depth of the old one.
- Delayed emissions in the old scope that occur at termination time like \(S_4\), have no effect at all, and can thus be ignored.
- Immediate emissions in the surface like \(S_5\) of the new scope must be seen there, but not in the depth of the old scope.
- Delayed emissions in the surface like \(S_6\) must not be seen there, also not in the depth of the old scope, but of course in the depth of the new scope.

The above problems indicate that it is reasonable to split the body \(S\) of a local declaration \texttt{local x in S end} into its surface and depth. If no further local declaration is included in \(S\) (this can be achieved by a bottom up traversal), and if all strong abortion statements have also been split into their surfaces and depths, we already know that this transformation neither changes the control nor the data flow. Hence, we consider now the equivalent statement

\[
\texttt{local x in surface (S); depth (S) end}
\]

In the following, we use a new variable \(x_0\) to hold the value that is generated in the surface, while the original variable \(x\) is used to hold the value generated in the depth. For this reason, we replace in surface \((S)\) all occurrences of \(x\) with \(x_0\), except for delayed emissions of \(x\).
module MultipleReincarnation₂;
output x₁₀, x₁₁, x₁₂, x₁₃, x₁₄;
local x₁, x₁₀, x₂, x₂₀ in
  \[
  \begin{array}{l}
  \text{do} \\
  \begin{array}{l}
  \text{if } x₁₀ \text{ then} \\
  \text{if } x₂₀ \text{ then emit } x₁₁ \text{ end} \\
  \text{else emit } x₁₁² \text{ end} \\
  \text{else} \\
  \text{if } x₂₀ \text{ then emit } x₁² \text{ end} \\
  \text{else emit } x₁² \text{ end} \\
  \text{end}; \\
  \text{weak abort} \\
  \{ \ell₁ : \text{pause}; \text{emit } x₁ \} \\
  \text{||} \\
  \text{do} \\
  \begin{array}{l}
  \text{weak abort} \\
  \{ \ell₂ : \text{pause}; \text{emit } x₂ \} \\
  \text{||} \\
  \text{do} \\
  \begin{array}{l}
  \ell₀ : \text{pause}; \\
  \text{if } x₁ \text{ then} \\
  \text{if } x₂ \text{ then emit } x₁₁ \text{ end} \\
  \text{else emit } x₁₁² \text{ end} \\
  \text{else} \\
  \text{if } x₂ \text{ then emit } x₁² \text{ end} \\
  \text{else emit } x₁² \text{ end} \\
  \text{end}; \\
  \text{while } 1 \\
  \text{when } x₁; \\
  \text{while } 1 \\
  \text{end module}
  \end{array}
  \end{array}
  \end{array}
\]

Figure 6: Transformation of MultipleReincarnation₂

This already solves many of the above problems, however, the transformation is not yet complete. Nevertheless, all problems that appear in module MultipleReincarnation₂ are already solved with this simple transformation. The result, which is also the result of our complete solution outlined below, is given in Figure 6 (again, we have simplified the code). As can be seen, copies x₁₀ and x₂₀ of the local variables x₁ and x₂ have been generated, and the bodies of the local declarations have been transformed in sequences of their surfaces and depths.

As the depth of a loop generates a copy of the surface of its body, and the depth of a sequence S₁; S₂ generates a copy of the surface of S₁, some surfaces are copied in our approach, too. Different copies refer to different incarnations, which reveals the behavior of module MultipleReincarnation₂: Considering Figure 6, we see that our transformation has generated two copies of the conditional statement and each one is responsible for one emission: The copy with x₁₀ and x₂₀ emits x₁₀⁰, the copy with x₁ and x₂₀ emits x₁², and the original statement with x₁ and x₂ emits x₁².

In general, the duplication of the surfaces cannot be avoided: Without them, it is not possible to generate correct code for modules with schizophrenia problems.

The transformation we have outlined so far is not yet complete. Consider again a statement local x in S end. Assume S is transformed into surface (S); depth (S), and x is replaced by x₀ in surface (S) (except for delayed emissions). If the statement is started, its surface is instantaneously executed, and depth (S) is entered. Hence, we may have to evaluate some conditions of conditional statements in depth (S). If such a condition refers to x, we should refer to x₀ instead, which is however not the case with our so far incomplete transformation. As the same condition may be also evaluated not at starting time, we can not simply replace x with x₀.

Hence, to complete our translation, we have to adapt some of the conditions in the depth part. This completes our transformation: Note that no assignment of the depth will use x₀, since the depth simply performs no assignments at starting time. Hence, all assignments and emissions of the depth are already correct, and we can concentrate on evaluations of conditions for the control flow. The only basic statement that evaluates such a condition at starting time is the conditional statement. Hence, it remains to change x into x₀ in some of the conditions of conditional statements of the depth. Note that only those conditions must be replaced that are evaluated at starting time (which depends on the current inputs). For this reason, we apply the following transformation to the depth, which moreover disables delayed emissions at termination time:

\[\text{Definition 4 (Fixing Surface Conditions).}\]

Given a Quartz statement S without local signal declarations, we define the statement surfcondᵣᵣ (t, φ, S) of S for a termination condition t and a precondition φ as follows:

- surfcondᵣᵣ (t, φ, nothing) := nothing
- surfcondᵣᵣ (t, φ, emit x) := emit x
- surfcondᵣᵣ (t, φ, emit delayed x) := \\{ if t then emit delayed s end : if x \equiv s \text{ end} ; emit delayed x \text{ end} \}\end{array}
  \}\end{array}
\]

with x₁₀ and x₂₀ emits x₁₀⁰, the copy with x₁ and x₂₀ emits x₁², and the original statement with x₁ and x₂ emits x₁².

In general, the duplication of the surfaces cannot be avoided: Without them, it is not possible to generate correct code for modules with schizophrenia problems.

The transformation we have outlined so far is not yet complete. Consider again a statement local x in S end. Assume S is transformed into surface (S); depth (S), and x is replaced by x₀ in surface (S) (except for delayed emissions). If the statement is started, its surface is instantaneously executed, and depth (S) is entered. Hence, we may have to evaluate some conditions of conditional statements in depth (S). If such a condition refers to x, we should refer to x₀ instead, which is however not the case with our so far incomplete transformation. As the same condition may be also evaluated not at starting time, we can not simply replace x with x₀.

Hence, to complete our translation, we have to adapt some of the conditions in the depth part. This completes our transformation: Note that no assignment of the depth will use x₀, since the depth simply performs no assignments at starting time. Hence, all assignments and emissions of the depth are already correct, and we can concentrate on evaluations of conditions for the control flow. The only basic statement that evaluates such a condition at starting time is the conditional statement. Hence, it remains to change x into x₀ in some of the conditions of conditional statements of the depth. Note that only those conditions must be replaced that are evaluated at starting time (which depends on the current inputs). For this reason, we apply the following transformation to the depth, which moreover disables delayed emissions at termination time:

\[\text{Definition 4 (Fixing Surface Conditions).}\]

Given a Quartz statement S without local signal declarations, we define the statement surfcondᵣᵣ (t, φ, S) of S for a termination condition t and a precondition φ as follows:

- surfcondᵣᵣ (t, φ, nothing) := nothing
- surfcondᵣᵣ (t, φ, emit x) := emit x
- surfcondᵣᵣ (t, φ, emit delayed x) := \\{ if t then emit delayed s end : if x \equiv s \text{ end} ; emit delayed x \text{ end} \}\end{array}
  \}\end{array}
\]

This already solves many of the above problems, however, the transformation is not yet complete. Nevertheless, all problems that appear in module MultipleReincarnation₂ are already solved with this simple transformation. The result, which is also the result of our complete solution outlined below, is given in Figure 6 (again, we have simplified the code). As can be seen, copies x₁₀ and x₂₀ of the local variables x₁ and x₂ have been generated, and the bodies of the local declarations have been transformed in sequences of their surfaces and depths.

As the depth of a loop generates a copy of the surface of its body, and the depth of a sequence S₁; S₂ generates a copy of the surface of S₁, some surfaces are copied in our approach, too. Different copies refer to different incarnations, which reveals the behavior of module MultipleReincarnation₂: Considering Figure 6, we see that our transformation has generated two copies of the conditional statement and each one is responsible for one emission: The copy

\[\text{with x₁₀ and x₂₀ emits x₁₀⁰, the copy with x₁ and x₂₀ emits x₁², and the original statement with x₁ and x₂ emits x₁².}\]

In general, the duplication of the surfaces cannot be avoided: Without them, it is not possible to generate correct code for modules with schizophrenia problems.

The transformation we have outlined so far is not yet complete. Consider again a statement local x in S end. Assume S is transformed into surface (S); depth (S), and x is replaced by x₀ in surface (S) (except for delayed emissions). If the statement is started, its surface is instantaneously executed, and depth (S) is entered. Hence, we may have to evaluate some conditions of conditional statements in depth (S). If such a condition refers to x, we should refer to x₀ instead, which is however not the case with our so far incomplete transformation. As the same condition may be also evaluated not at starting time, we can not simply replace x with x₀.

Hence, to complete our translation, we have to adapt some of the conditions in the depth part. This completes our transformation: Note that no assignment of the depth will use x₀, since the depth simply performs no assignments at starting time. Hence, all assignments and emissions of the depth are already correct, and we can concentrate on evaluations of conditions for the control flow. The only basic statement that evaluates such a condition at starting time is the conditional statement. Hence, it remains to change x into x₀ in some of the conditions of conditional statements of the depth. Note that only those conditions must be replaced that are evaluated at starting time (which depends on the current inputs). For this reason, we apply the following transformation to the depth, which moreover disables delayed emissions at termination time:

\[\text{Definition 4 (Fixing Surface Conditions).}\]

Given a Quartz statement S without local signal declarations, we define the statement surfcondᵣᵣ (t, φ, S) of S for a termination condition t and a precondition φ as follows:

- surfcondᵣᵣ (t, φ, nothing) := nothing
- surfcondᵣᵣ (t, φ, emit x) := emit x
- surfcondᵣᵣ (t, φ, emit delayed x) := \\{ if t then emit delayed s end : if x \equiv s \text{ end} ; emit delayed x \text{ end} \}\end{array}
  \}\end{array}
\]
• surfcond^\sigma_0 (t, \varphi, \textit{weak abort }S \text{ when } \sigma) \\
\quad : = \textit{weak abort } \text{ surfcond}^\sigma (t, \varphi, S) \text{ when } \sigma \\
• surfcond^\sigma_0 (t, \varphi, \textit{local } x \text{ in } S \text{ end}) \\
\quad : = \textit{local } x \text{ in } \text{ surfcond}^\sigma_0 (t, \varphi, S) \text{ end} \\
• surfcond^\sigma_0 (t, \varphi, \textit{local } y : \alpha \text{ in } S \text{ end}) \\
\quad : = \textit{local } y : \alpha \text{ in } \text{ surfcond}^\sigma_0 (t, \varphi, S) \text{ end} \\
• surfcond^\sigma_0 (t, \varphi, \textit{now } \sigma) \\
\quad : = \textit{now } \sigma \\
• surfcond^\sigma_0 (t, \varphi, \textit{during } S \text{ holds } \sigma) \\
\quad : = \textit{during } \text{ surfcond}^\sigma_0 (t, \varphi, S) \text{ holds } \sigma

Intuitively, in the above definition for surfcond^\sigma_0 (t, \varphi, S), it is assumed that the precondition \( \varphi \) describes all conditions where the execution up to \( S \) will not take time (some further execution of \( S \) may also not take time). Hence, if \( \varphi \) holds, we have to replace \( s \) with its surface value \( s_0 \) to obtain \( [\sigma]^\sigma_0 \), otherwise the condition \( \sigma \) is left unchanged. Note that the expression \( \varphi \land [\sigma]^\sigma_0 \lor \lnot \varphi \land \sigma \) either corresponds to the substituted condition \([\sigma]^\sigma_0 \) or to the original one \( \sigma \), depending whether the expression is evaluated at starting time (which is encoded by \( \varphi \)). To summarize, a local declaration \textit{local } x \text{ in } S \text{ end} \text{ that can be reached} with the precondition \( \varphi \) is transformed into the following sequence:

\[
\text{subst\_immed}(\text{surface } (S), x, x_0) ; \\
\text{surfcond}^\sigma_0 (\text{term } (S), \varphi, \text{depth } (S))
\]

where \text{subst\_immed} is meant to replace all occurrences of \( x \) in \( S \) by \( x_0 \) except for delayed emissions of \( x \) or assignments to \( x \). We can now convince ourselves that this transformation behaves like \( x \), but does no longer suffer from schizophrenia problems:

• Immediate emissions in the surface (like \( S_3 \) in Figure 5) are transformed into emissions of the new variable \( x_0 \), and are therefore only seen in the surface and in conditions of the depth that are evaluated at starting time.
• Delayed emissions in the surface (like \( S_6 \) in Figure 5) are not changed, thus they are correctly seen in the depth.
• Immediate emissions in the depth that are not executed at termination time of the depth (like \( S_1 \) in Figure 5) are not changed. If the macrostep is entirely contained in a local declaration, then it can never overlap with surfaces of other incarnations. Also delayed emissions (like \( S_2 \) in Figure 5) are not changed, even if the statement may terminate at the next point of time. If it would terminate, then the surface of a new incarnation will refer to \( x_0 \) and not to \( x \).
• Immediate emissions of the depth at termination time of the depth (like \( S_3 \) in Figure 5) are seen there, but neither in the possibly overlapping surface of a new incarnation, nor in the conditions of the depth in the new scope that are evaluated at this point of time, since these parts refer to \( x_0 \).
• Delayed emissions of \( x \) or assignments to \( x \) in the depth at termination time (like \( S_1 \) in Figure 5) have been disabled by embracing them in a conditional if \( \text{not } t \) then \ldots end, where \( t \) hold exactly at termination time.

Hence, all situations are correctly handled, so that the obtained statement does no longer suffer from schizophrenia problems. A similar transformation is applied to local declarations of state variables. Hence, we now end up with the following definition:

**Definition 5** (Eliminating Schizophrenia). For any Quartz statement \( S \), we define a corresponding statement that is obtained by rewriting with the following equations during a bottom-up traversal over the syntax tree of \( S \), where \text{subst\_immed} \((P, x, x_0)\) is supposed to replace \( x \) by \( x_0 \) in \( P \) except in delayed emissions of \( x \) or delayed assignments to \( x \):

\[
{\text{abort } S \text{ when } \sigma : = } \begin{cases} \text{surface } (S) ; \text{abort depth } (S) \text{ when } \sigma & \text{if } s \text{ is equivalent to } s_0 \text{ when } \sigma \\ \text{surfcond}^\sigma_0 (\text{term } (S), \varphi, \text{depth } (S)) & \text{otherwise} \end{cases}
\]

The equation of the local declaration is used both for local event and state variables. Note that the above transformation eliminates local declarations (recall that we have not allowed shadowing of local variables, i.e., all local variable names must be unique). The main theorem of this paper is then the following one:

**Theorem 3** (Eliminating Schizophrenia Problems). The transformation described in definition 3 yields an equivalent statement that has no schizophrenia problems.

### 4. Algorithms for Compilation

In the previous section, we have developed program transformations to transform synchronous programs into equivalent ones without schizophrenia problems. In this section, we list a complete algorithm for translating synchronous programs into equivalent equation systems and analyse its complexity. Of course, the algorithm applies our transformation to eliminate schizophrenia problems during the translation. The algorithm given in Figure 7 is based on an improvement of the circuit synthesis that has been presented in [15]. We have proved the equivalence of the older circuit synthesis presented in [15], the one given in Figure 7, and the semantics given via the control flow predicates in [16] with the interactive theorem prover HOL [9]. In particular, we have proved the following theorem (the second assumption is an invariant of the construction):

**Theorem 4** (Translation to Equation Systems). Given any Quartz statement \( S \), and Boolean expressions \( s, \varphi, \text{sp, and kl} \) such that the following conditions hold at any time:

\[
\begin{align*}
& \text{for any loop } \text{‘do } P \text{ while } x \text{ ‘ in } S, \text{ we have } \neg \text{inst } (P) \\
& \text{st } \land \text{in } (S) \rightarrow \neg \text{sp } \land (\text{term } (S) \lor \text{kl})
\end{align*}
\]

Abbreviate \( S_0 : = \text{suspend abort } S \text{ when } kl \text{ when } sp, \text{ and let } S' \) be the statement that is obtained from \( S_0 \) by the elimination of schizophrenia problems (definition 5) and the elimination of non-deterministic statements by introducing control variables [16]. Then, the functions given in Figure 7 compute a tuple \((C, A, R, I, T, G_s, G_d, S_s, S_d) = EQS (((, st, \varphi, sp, kl, S) \) with the following properties:

\[
\begin{align*}
& C \text{ is the set of control variables used to compute } S' \\
& A = \text{in } (S') \\
& I = \text{inst } (S') \\
& T = \text{term } (S') \\
& G_s = \text{gcmd } (\varphi, \text{surface } (S')) \\
& G_d = \text{gcmd } (\varphi, \text{depth } (S')) \\
& S_s = \text{surface } (S') \text{ and } S_d = \text{depth } (S') \\
& R_{ctl}(st, S') = \sum_{\tau \in R} \tau
\end{align*}
\]

The above assumptions mean that (1) for all inputs, all loop bodies must not be instantaneous, and (2) if the start signal \( st \) occurs when the control flow is already inside the statement, then the control flow currently leaves the statement, i.e., there is no suspension and the statement either terminates on its own or is killed by the \( kl \) signal. Hence, already active statements must not be started, unless they currently terminate.

As \text{‘suspend abort } S \text{ when } 0 \text{ when } 0' \text{ is equivalent to } S, \text{ it follows that the above theorem allows us to compute the transition...}
Figure 7: Translation of Quartz Statements to Equivalent Equation Systems
relation $R_d(st, S)$ of $S$ in form of an equation system. Note further that the condition that a start signal should only occur when the control currently leaves the statement is simply achieved by using the modified start signal $st' := st \land (\text{in}(S) \rightarrow \text{term}(S))$, where $st$ is the original start signal.

Finally, let us consider the complexity of the translation. For this reason, we define $L_s(n)$ and $L_d(n)$ as the maxima of the lengths of statements surface $(S)$ and depth $(S)$, respectively, where $S$ ranges over the Quartz statements $S$ of length $\leq n$. In [16], it is proved that all control flow predicates can be computed in time $O(|S|)$ with some sharing of common subterms that is achieved by abbreviating the predicates by new variables.

Considering the definition of surface $(S)$, it is then easily seen that $L_s(n+1) \leq L_s(n) + C_1$ and $L_d(n+1) \leq L_d(n) + L_s(n) + n + C_2$ and $L_d(n+1) \leq L_d(n) + C_3$ holds. As the only function obeying the recurrence relation $f(n+1) = \alpha f(n) + g(n)$ is $f(n) = \alpha^n f(0) + \sum_{i=0}^{n-1} \alpha^{n-1-i} g(i)$, it follows that $L_s(n)$ is of order $O(n)$, and that $L_d(n)$ is of order $O(n^2)$. Hence, we have the following result:

**Lemma 1 (Size of Surface and Depth).** Given any basic Quartz statement $S$, it follows for the statements surface $(S)$ and depth $(S)$ that their sizes are of orders $O(|S|)$ and $O(|S|^2)$, respectively, provided that the control flow predicates are abbreviated as variables.

To analyse the entire complexity, note first that EQS runs in time $O(|S|^2)$ in case that $S$ contains no local declaration (proof by induction). If surfaces were not copied, and are shared by using pointers to them instead, this can even be done in time $O(|S|)$. A proof for the general case is however very subtle and depends on the chosen data structures. However, we claim that there is an implementation that runs in time $O(|S|^2)$, which is also the complexity that is stated in [2].

**Proposition 1.** For any basic Quartz statement $S$, there is a translation procedure that runs in time $O(|S|^2)$.

### 5. Experimental Results

We have embedded the language Quartz in the theorem prover HOL [9], and have proved the correctness of the transformations of this paper. Moreover, we have implemented a compiler for Quartz in Java that is based on the transformations of this paper and the circuit synthesis given in [15]. For a given Quartz program, our compiler either outputs an equation system or a file containing $\text{acc}$ code [8], which is one of the intermediate formats of the Esterel compiler. Hence, we can use the code generators and optimizers of the Esterel design tools. In particular, we can also use the very sophisticated Esterel tools for causality analysis.

For a generic version of module $\text{MultipleReincarnation}_n$ (cf. Figure 4), we obtained the results that are listed in Table 1. Note that the length of $\text{MultipleReincarnation}_n$ is of order $O(2^n)$, so that the obtained C programs are essentially of the same size. The numbers in the table are thereby the numbers of Boolean gates (and, or, and not gates) that are generated in the circuit synthesis. As can be seen, the size of the $\text{acc}$ code generated from our compiler is only about 30% compared to the one generated with the Esterel compiler, and it still remains smaller after optimization during translation to $\text{ssc}$ code with the Esterel compiler.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Quartz</th>
<th>Esterel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>81</td>
<td>51</td>
</tr>
<tr>
<td>3</td>
<td>133</td>
<td>86</td>
</tr>
<tr>
<td>4</td>
<td>218</td>
<td>144</td>
</tr>
<tr>
<td>5</td>
<td>368</td>
<td>247</td>
</tr>
<tr>
<td>6</td>
<td>647</td>
<td>439</td>
</tr>
<tr>
<td>7</td>
<td>1183</td>
<td>808</td>
</tr>
<tr>
<td>8</td>
<td>2232</td>
<td>1530</td>
</tr>
<tr>
<td>9</td>
<td>4306</td>
<td>2957</td>
</tr>
<tr>
<td>10</td>
<td>8429</td>
<td>5793</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the code size (number of gates) obtained by synthesizing a generic version of module $\text{MultipleReincarnation}_n$ (Figure 4)
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