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Summary

Nowadays the use of computer systems has become a part of our everyday life. As these systems are increasingly involved in safety-critical applications, it is a challenge for computer scientists to develop design methodologies, theories and techniques, which are able to guarantee their correct design and operation.

For this purpose, formal methods have been established over the past decades as a very reliable solution. The idea is hereby to design, develop and realize a system within a formal framework, which allows the application of mathematical methods in order to obtain a formal verification of the system, i.e., a mathematical proof for its correctness with respect to given formal specifications. One of the most successful and reliable approaches for the verification of finite state systems has been model-checking: properties are given as formulae of propositional temporal logics and automatically verified by a graph-theoretic analysis of a formal model, which is usually a state transition system (Kripke structure). In contrast to simulation and test, formal methods deliver a mathematical proof for the correct function of a system and thus are able to determine errors in early design stages.

However, the correctness of a real-time system does not only depend on its functional behavior, but also on specific real-time constraints.

Within the scope of this work, we have focused on the use of formal methods in order to design, develop and realize correct safety-critical real-time systems. In particular, we have developed Equinox, a formal framework for the specification, modelling, verification and runtime analysis of real-time systems. The framework includes the real-time multi-tool JERRY and a compiler for the extended synchronous language Quartz. The major components of Equinox are described below.

1. Real-time formal model: timed Kripke structures

   Despite increasing computer performance and improved algorithms, the so-called state-explosion remains the most important problem in model-checking verification: the number of states in a system can increase exponentially with the size of its description. In real-time systems, the state explosion is even more increased by the additional consideration of real-time constraints. A very successful technique to obtain reduction of state-explosion is the abstraction of properties, that are irrelevant for the system’s verification.
In order to allow abstractions in real-time systems, we have introduced timed Kripke structures as formal model. Besides the relative order of the events, a timed Kripke structure is able to describe their appearance in time. The time is hereby modeled discrete, i.e. by positive natural numbers. It also allows the direct use of established symbolic verification methods, as well as the use of abstractions without the loss of quantitative properties. Furthermore, the modeling of non-interruptible processes or actions is also possible.

2. Industrial input formats and formal verification: from synchronous languages to timed Kripke-structures

Synchronous languages have been established in the industry for the design of reactive systems. In contrast to other real-time verification tools which read special input formats, synchronous languages offer a very attractive alternative for real-time verification purposes of industrial applications. Their advantage over many other system-level description languages, is their clean formal syntax and –semantics, which makes them well suitable for formal verification, allowing the generation of formal models.

Within the scope of this work, we have developed methods that allow the generation of timed Kripke-structures directly out of synchronous languages. This enables for the first time a bridging between industrial real-time descriptions and formal real-time verification, i.e. a complete, formally verifiable design, development and realization of a real-time system out of an industrial real-time description. Up till now, other approaches must take special real-time description formats into account. This required a complete re-description of the system (or the use of special front-ends), which made their use for industrial applications very complicated or even impossible.

A common characteristic of real-time systems is that they usually consist of many components operating in parallel; hence, they are concurrent systems. For symbolic model-checking there are no algorithms known, which can directly handle the parallel execution of processes. Therefore, up to now it was necessary to create a formal model to be verified by parallel composition of single real-time sub-models, which, however, combined with the use of real-time constraints lead to enormous state explosion. Furthermore, using such parallel composition techniques often leads to composed systems which violate fundamental requirements of a formal real-time model, due to timelock and deadlock problems.

In order to overcome the above described problems, we have introduced techniques, which enable the direct generation of timed Kripke structures without parallel composition of single formal sub-models.

Furthermore, to guarantee the correctness of a real-time system, it is not enough to verify its time constraints at an early design stage only, since the execution times of the system will depend on the target machine. Hence, for low-level real-time verification purposes
one must be able to consider the execution times of a system, i.e. the physical times required by the target machine.

Within the scope of this work, we have developed methods that capture the behavior of a system in earlier (high-level) as well as in later (low-level) design stages. This allows also a low-level formal verification by considering physical execution times. The model is obtained in two steps: first a special, unit-delay Kripke structure is generated by the hardware-synthesis method. Afterwards it is transformed into a timed Kripke structure as follows:

- **Generation of high-level (architecture independent) formal models**
  For this purpose, we have presented extension techniques of synchronous languages, which allow the description of real-time systems together with the use of abstractions. The approach was implemented in Quartz, which is a variant of the established synchronous language Esterel.
  In order to generate timed Kripke structures, we have developed efficient abstraction methods, which benefit from the advantages of symbolic techniques and can thus handle systems with large state spaces. The approach first verify if the chosen abstraction is too coarse. If the degree of abstraction is acceptable, the timed Kripke structure is generated by another efficient symbolic technique, which transforms the abstract parts of the model into timed edges. Otherwise, the method is able to determine the locations where the abstraction is too coarse.

- **Generation of low-level (architecture dependent) formal models**
  For this purpose, we have developed a new method for exact low-level runtime analysis of synchronous programs, which determines the exact runtimes of all transitions of a system and at the same time generates a timed Kripke structure out of the unit-delay structure. This approach uses also symbolic techniques and can efficiently handle systems with large state spaces. Our low-level runtime analysis is based on the translation of synchronous programs in executable code for common architectures. Note that other existing runtime analysis methods are not suitable for verification purposes, since they do not consider formal environments and mostly give information only about the longest and shortest paths of a system.

3. **Real-time specification and verification logic: JCTL**
   For the specification and verification of real-time properties on timed Kripke structures, it was necessary to define a new temporal logic: JCTL was developed as a real-time extension of the temporal logic CTL. In contrast to other real-time logics, JCTL is directly defined on timed Kripke structures.
   JCTL allows the abstraction of irrelevant qualitative properties, without loss of any quantitative information. Should the abstraction be chosen to coarse, the model checking can alternatively be performed either by reduction of the abstraction, or on the first generated unit-delay structure.
The verification of JCTL formulae introduces new techniques, which are based on the partitioning of the calculation in a qualitative and a quantitative part. In particular, it is shown that JCTL can be defined completely on the basis of just a few basic operators. A great number of further JCTL operators can be defined as abbreviations of these basic operators and qualitative CTL-operators. Note that other abbreviation rules, already known from CTL, are not valid for real-time JCTL-operators.

The algorithms for model-checking JCTL formulae are based on fixpoint iterations. The state space is traversed by breadth-first search, using efficient symbolic techniques. The basic idea consists of interrupting the fixpoint iterations, when the time constraint of the temporal operator is reached.

As a direct result of the JCTL symbolic techniques, we have also developed efficient methods, which allow exact high- and low-level WCET and BCET analysis of real-time systems. For this purpose, the minimum and maximum computation paths are determined by breadth-first search through the state space of the model.
Chapter 1

Introduction

Nowadays the use of computers to create, store, exchange and use information has become a part of our everyday life. In fact we trust computers more and more to control safety-critical applications, like aircraft- and automobile systems, railway switching systems, banking systems, communication systems, complex production processes, nuclear power plants and military systems such as missiles [23, 25].

In most of these applications computer failures can lead to economical damage, environmental catastrophes, and in some cases, loss of human lives. Over the past decades, it has been a challenge for computer scientists to develop theories and techniques that guarantee that computer systems operate correctly, i.e., according to given specifications expressing their desired behavior. Moreover, decreasing time-to-market and the overall design costs require to check as early as possible in the design flow whether the desired specifications are met and detect logical design errors before they have been implemented. The traditional ways of debugging system designs have been simulation and testing. However, in many applications this process is exceedingly time-consuming and often provides only probabilistic measures of correctness. It is not unusual that more than 70% of the design time is spent for simulation.

To overcome this problem, many mathematical techniques for reasoning about the correctness of a system have been proposed [69, 43, 101, 76, 96, 71]. These are generally known as formal methods. The idea is hereby to describe a system in a formal framework and then to apply mathematical methods to obtain a formal verification of the system, i.e., a mathematical proof for its correctness with respect to given formal specifications.

However, large formal system descriptions often tend to become complex and are therefore generally difficult to analyze. Such approaches can involve generating and proving literally hundreds of theorems and lemmas in detail, which requires also very experienced and mathematically oriented designers.

1 Time is the wisest of things, for it finds out everything.

THALES (640 - 546 BC)
To overcome this problem, techniques have been proposed to automatically perform formal verification. One of the most successful and reliable approaches for the verification of finite state systems has been model checking, introduced by Queille and Sifakis [105] and Clarke and Emerson [32]. In contrast to manual techniques, model checking is completely automatic in the sense that the proof showing that a system satisfies the required specifications is automatically generated: properties are given as formulae of propositional temporal logics [101, 48] and automatically verified by a graph-theoretic analysis of a formal model, which is usually a state transition system (Kripke structure). Informally, a Kripke structure consists of a finite number of states representing the system’s state space and a number of transitions between states to capture the system’s actual behavior.

The model-checking approach to the automatic verification of concurrent systems is one of the most impressive successes of theoretical computer science. 20 years after the first publications established model-checking as a theoretical possibility, the hardware industry employs several hundreds of highly specialized researchers working on the integration of model-checking techniques in the design process.

One of the advantages of this method is its efficiency: model checking is linear in the product of the size of the structure and the size of the formula, when the logic is the branching-time temporal logic CTL (computation tree logic) [33]. By developing special programming languages for describing transition systems, it became possible to check examples with several thousand states. This was sufficient to find subtle errors in a number of nontrivial, although relatively small, protocols and circuit designs [16]. If a formula is not true, model checking is able to provide a counterexample. The counterexample is an execution trace that shows why the formula is not true. This is an extremely useful feature because it can help locate the source of the error.

The main practical limitation for model checking algorithms is caused by the so-called state explosion problem: the size, i.e., the number of states of the system can exponentially grow with the size of the implementation description. One popular approach to solve this problem relies on the symbolic (rather than enumerative) representation of sets of states: hereby, sets of states are represented by a formula of state predicates. While the theoretical possibility of symbolic model checking by computing fixpoints was realized early by Emerson/Clarke [50] and Sifakis [118], the method has become practical only later, through the symbolic representation of state sets by binary decision diagrams (BDDs), proposed by Bryant [17]. BDDs were first used for verification purposes by Coudert, Berthet and Madre [37] and for model checking by Burch, Clarke, McMillan, Dill and Hwang [21]. Representing transition systems implicitly using BDDs made it possible to verify systems with more than $10^{20}$ states. Refinements of the BDD-based techniques [18] have pushed the state count further up over $10^{100}$ states. Using other sophisticated methods like partial order reductions [100] and symmetries [52] allowed the verification of systems with even more states.

However, to be able to cope with large industrial examples, it was necessary to take advantage of methods based on different kinds of abstractions. Here, some details of the system can
be declared to be irrelevant for verification purposes, so that the verification can concentrate only on the necessary facts and the resulting state space of the system to be verified can be kept smaller. Such techniques have been developed in [35, 90], and are closely related to Cousot’s abstract interpretation [39, 38] of programs.

1.1 Real-Time Systems

Only about 2% of the microprocessors that have been produced in 1999 were contained in desktop computers, while the vast majority was contained in so-called embedded systems [63, 107]. Embedded systems are parts of aircrafts, automobiles, domestic appliances, consumer electronics, etc. These systems do not have a user interface, but interact directly with their environment. Moreover, a great number of these systems are reactive systems [102]: Reactive systems are physical systems that respond to external stimuli and create desired effects in its environment by enabling, enforcing or preventing events in the environment. This definition encompasses all physical systems that exhibit some organized behavior, as well as interconnections of such systems into possibly large networks of dynamic and interacting components. Process controllers or signal processors are typical reactive systems.

A major factor which is of essential importance for the correctness of a system is time. Systems whose behavior depends on time constraints are called real-time systems. Designing a real-time system is a relatively error-prone task, especially when the system consists of several interacting processes, which is the usual case. The class of real-time systems includes many embedded and safety-critical systems that are subcomponents of larger complex systems operating in safety-critical environments [121]. This makes their correctness mandatory: the essential task is to guarantee that certain actions are executed within some strict deadlines or that they will start only after some point of time. To avoid expensive redesigns, it is important to check as soon as possible in the design flow whether these real-time constraints are met. In other words, not only the qualitative properties of the system are of importance, but also the quantitative ones.

To guarantee both, the qualitative and quantitative properties of real-time systems, several approaches to their formal verification have been developed [2, 67, 27, 83, 6, 85, 40, 108] that are based on different formalisms for describing finite state transition systems endowed with some notion of time. Generally, an extended formal framework is required which usually consists of

- a real-time description language to capture the behavior of systems
- a real-time formal model to represent systems in a formal way
- a real-time temporal logic to express properties that a system should satisfy
- techniques for analyzing real-time systems with respect to properties

Traditionally there are two different ways to handle time constraints: discrete time models use the domain of integers to model time, while dense time models use the domain of reals. According to the time model, different specification languages, formal models, temporal logics
and verification techniques must be taken into account.

Generally, there are two main problems for the verification of real-time systems:

- the state space explosion

  A common characteristic of real-time systems is that they usually consist of many components operating in parallel; hence, they are concurrent systems. The parallel execution of processes combined with the use of real-time constraints causes in existing approaches an enormously increased state space explosion.

- the gap to industrial description languages

  Just like all other systems, real-time systems are usually described in industrial input languages, like VHDL, VERILOG, Esterel, C, C++, System C, etc. Unfortunately until now the existing real-time verification techniques require the use of some special input formats (like the ones considered in sections 1.1.4 and 1.1.5) for the description of real-time systems in order to obtain formal models that can be used for verification purposes. Taking advantage of these techniques in industry applications which are already described in other formats, requires their re-description in the appropriate special format, which is often a very complicated task. Furthermore it can not be guaranteed that the re-described system will have the same behavior as the original one.

In the following sections, we will consider the above mentioned verification problems together with the existing time models in greater detail.

### 1.1.1 Abstractions on Real-Time Systems

One of the most powerful methods that can be applied to fight the state explosion problem are abstraction techniques. Such methods are usually applied for the proof of qualitative temporal properties, like safety properties meaning that a property always holds, or liveness properties meaning that a property will hold at least once.

The basic idea is thereby to apply a predefined abstraction function to obtain an abstract system with a smaller state space. This is often the only way to make automatic finite-state verification procedures applicable to large systems. Even generic or infinite state spaces can be reduced to finite ones [82].

Abstraction techniques are of essential importance for the verification of real-time systems, where the state space explosion is caused by more than one factor, i.e. time constraints combined with parallel execution of processes. As this is not unusual for real-time systems, the state-explosion problem is even more serious for them: Experiences with automatic verification tools [6, 68, 41] have proved this claim.

First approaches to abstraction techniques for the verification of real-time properties have been developed in [78, 124, 42, 81, 82]. Unfortunately, none of these techniques can work without having to compromise on the quantitative information of the system, or on the expressiveness of the used temporal logic, or even on both.
Approaches considering dense time for example, must take abstractions like *region graphs* [3] or *quotient graphs* [124] into account, in order to reduce infinite state spaces (arising due to the use of real numbers) into finite ones, so that symbolic verification techniques can be applied:

Using so-called *strong time-abstracting bisimulations* [124], it is possible to achieve such reductions that preserve branching-time properties. However, the coarser the chosen abstraction is, the higher is the state space reduction, but also the more information is lost.

Generally, when sets of states are collected into abstract states, this means that the number of transitions to reach a certain state from another one is changed. As a consequence, information about quantitative time consumption is lost.

An example is shown in Figure 1.1. The left hand side of Figure 1.1 shows the Kripke structure of a modulo 6 counter that counts whenever an enable signal $e$ is seen. The counter’s value is given by the variables $B := \{b_2, b_1, b_0\}$. The right hand side shows an abstract structure $K_{\text{abs}}$ that is obtained for the values $A := \{0, 5\}$. In Figure 1.1, we have given segments of states where the counters value equals to 0 and 5 or is between these numbers. The counter of the concrete structure needs a minimum of 6 logical time units to count from 0 to 5. In the abstract structure however, this information is lost: we know that some time passes, but we don’t know how much. Note also that the abstract structure contains more paths: we can remain infinitely often in the state labeled with $g_{6e}$ in the abstract structure, but there is no corresponding path in the concrete structure. Hence, the abstract structure is not simulated by the concrete one.

**1.1.2 Description Languages for Real-Time Verification Purposes**

As we explained in the previous sections, many approaches to verify real-time properties of formal real-time models already exist. Unfortunately, all existing real-time verification tools like [29, 6, 40, 108] read special formats that describe the formal models directly. Hence, there are two possibilities for an application of these tools in an industrial design flow:
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- Re-describe the systems in the appropriate special format, which is often a very complicated task. However, it can not be guaranteed that the re-described system will have the same behavior as the original one.

- Develop appropriate front-ends that compile system descriptions in the appropriate special format.

A great number of real-time systems can be considered as reactive systems, as they must react to stimuli of their environment. The examples mentioned above are all real-time systems. Consider for instance an airbag system in a modern vehicle. Sensors provide it with information of the current environment. In case of an accident, it is not enough to only guarantee that the airbag will just operate. It is of essential importance to guarantee that it will react and operate within some time. If it does not react in time, the system is not correct and will probably be of more harm than help to the driver.

A very important and successful approach for the description of reactive systems was the introduction of synchronous programming languages [60] like Esterel [8, 10], Lustre [61], Quartz [111, 112, 85] or other Esterel-variants [44, 74]. Synchronous languages can handle communication in reactive systems by instantaneous broadcasting. They are becoming more and more attractive for the design of reactive real-time systems. These languages have a discrete model of time, i.e. time is modeled by natural numbers $\mathbb{N}$. The basic paradigm of synchronous languages is the perfect synchrony: synchronous languages distinguish between micro and macro steps [64, 115]: The execution of a synchronous program from one point of time $t$ to the next $t + 1$ is called a macro step and involves the execution of several, but always finitely many, micro steps. Micro steps are statements that are executed within zero time (in the programmer’s model). A macro step consists of a finite number of micro steps and consumes always one logical unit of time after the execution of its micro steps. Further consumption of time, i.e., the beginning of a new macro step, must explicitly be programmed by means of special statements like Esterel’s pause statement that consumes one logical unit of time. Synchronous languages are designed in such a way that a macro step can never contain a loop of micro steps. Instead, each loop of a synchronous program must contain at least one macro step. Consequently, all threads run in lockstep and automatically synchronize at each macro step.

Concerning the data flow, each variable, and hence, each data expression has one and only one value for each macro step. Hence, the semantics of a data type expression is a function of type $\mathbb{N} \rightarrow \alpha$ for some type $\alpha$. The manipulations of the variables of a program are performed as micro steps of a macro step. These assignments or signal emissions determine the values of the variables at the current and the next macro step (this may result in so-called causality problems, but these problems have already found good solutions [9, 15], so we do not consider this issue here).

Hence, the entire semantics of a synchronous program $\mathcal{P}$ can be given as a finite state transition system $\mathcal{A}_\mathcal{P}$: the states of $\mathcal{A}_\mathcal{P}$ reflect the possible combinations of control flow locations of the program (a control flow location is a point in the program text, where the control flow might rest for one unit of time). As the language allows the implementation of parallel threads, there
might be more than one current position of the control flow in the program. A transition between two control states is enabled if some condition on the data values is satisfied. Execution of a transition will then invoke some manipulations of the data values. Hence, the semantics can be represented by a finite state control flow that interacts with a data flow of finitely many variables of possibly infinite data types.

To summarize, synchronous languages have important advantages for the specification and verification of real-time systems, since:

- synchronous languages support both, the design of software and hardware. They have notions of time at a logical level and statements to control threads like preemption and suspension. In early design phases, if the complete realization of a system is not yet known, one cannot argue about physical time, since this depends on the hardware chosen for the realization. Using synchronous languages, one can achieve also realization independent descriptions of the system, which makes also possible to reason about time at a logical level.

- synchronous languages have clean formal semantics which allows the generation of formal models: Their compilation leads to a transition system which can be used for formal verification purposes. A formal verification of the semantics of synchronous languages by means of the HOL theorem prover [?] was performed in [111]. Furthermore, in [112, 5] was shown how asynchronous and nondeterministic systems can be modeled by synchronous languages.

Nowadays, synchronous languages are used in many industrial applications [54, 55, 123] and there already exist tools [62, 73, 112, 46] for verifying qualitative temporal properties of synchronous programs by symbolic model checking. In contrast to existing real-time verification tools like [29, 6, 40, 108] which read special input formats, synchronous languages offer a very attractive alternative for real-time verification purposes of industrial applications.

Unfortunately, far less is known about translating synchronous programs describing industrial real-time applications to real-time formal models necessary for later verification.

Furthermore, while the micro steps of a synchronous program are executed within zero time in the programmer’s view, this is not the case for an implementation. Here, the micro steps will consume physical time $t > 0$, which depends on the chosen architecture\(^3\). Hence, for low-level real-time verification purposes, one must be able to consider the execution times of a program, in other words, the physical times required by the micro steps.

Consequently, low-level real-time verification must be performed with respect to timed macro steps, i.e., transitions that correspond to non-interruptible atomic timed actions.

\(^3\)Generally, it is viewed as a good programming style when the actual runtime of the macro steps is balanced, i.e. when all macro steps require equal or similar amount of physical time.
In the next section we will consider methods for determining execution times of a given program in more detail.

1.1.3 Runtime Analysis of Real-Time Systems

A popular method for determining execution times of a given program is worst case execution time (WCET) analysis [104]. It consists usually of two phases: the high-level and the low-level.

High-level WCET analysis is applied to an architecture independent description of the system and has the task to compute path information [103] like unfeasible computations or bounds on the maximal number of loop iterations. The results of the high level runtime analysis give important hints on bottlenecks of a real-time system in a very early design phase where not even prototypes of the system exist. Such figures are important for further design decisions like the hardware / software partitioning of an embedded real-time system or the choice between different microcontrollers. Unfortunately, high-level WCET analysis is undecidable when infinite data types are used, and therefore only limited automation can be achieved. State of the art approaches use abstract interpretation [53], symbolic execution [91, 80], or special restrictions on the loops [66]. A major problem of the high-level WCET analysis is that the maximal number of computation steps of a statement (like a loop) may heavily depend on the input data, but some of the approaches do simply compute the WCET bounds for the substatements and add these afterwards. However, simply adding the maximal bounds for all substatements clearly yields highly pessimistic bounds. To estimate tight bounds, [7] proposed not to compute constants, but functions that depend on inputs as WCET bounds. This approach is able to compute tight bounds, but is certainly a deeply manual task, although guided by computer algebra systems.

Low-level analysis is done on the object code, and hence depends on the chosen hardware / software partitioning and the chosen architecture (microcontrollers). For simple microcontrollers like the still mainly used 8-bit processors, this is a straightforward task, but it is more complicated for modern architectures that require the consideration of caches, pipelines, branch prediction, interrupts, etc. There exist several approaches to estimate the worst- or best-case execution time of a given program on architectures with caches or super scalar execution by runtime analysis [65, 58, 97, 98].

Unfortunately, considering worst- or best-case execution times only, based on WCET analysis is not advisable for real-time verification purposes, since this would yield in very inaccurate results. To be able to reason about real-time properties of a system, it is necessary to consider and store in a formal model the exact execution times of all possible single transitions of a system, not only of its shortest or longest path.

Some approaches like [65] can perform a so-called “point-to-point” analysis, but they do not consider formal semantics or formal models, so it is not possible to consider their results in a formal framework. In [117], an extension of the synchronous language Esterel has been presented that focuses on the runtime verification of the perfect synchrony. However, it is as-
sumed that the compiler preserves the ordering of the micro step statements, and therefore the approach is restricted to special compilation techniques like those proposed in [45]. A more powerful approach has recently been presented in [12]. There, Esterel programs are endowed with pragmas that contain the quantitative temporal information. This has no effect on code generation, but allows the generation of timed automata [2] (cf. section 1.1.5) for verification of temporal properties. However this approach also requires a low-level worst-case execution time (WCET) analysis in advance to obtain the real-time constraints. In other words, [12] can not refer to system descriptions in early design phases, since it needs additionally architecture-dependent runtime data which can only be obtained in late design phases. Considering WCET analysis, [12] can only refer to execution time results about longest execution paths and can not consider exact execution times. This reduces significantly the accuracy of the verification results obtained by [12]. Furthermore, it does not support abstractions, necessary for the verification of complex industrial applications.

1.1.4 The Discrete Time Approach

Considering time constraints with integers usually requires a state transition system (Kripke Structure) as formal model. Real-time extensions of the branching time temporal logic CTL are usually considered in order to perform a graph-theoretic analysis of Kripke structures with respect to time constraints. To denote the time required to move from one state to another, the transitions of the system are often labeled by numbers. In general, there are two possible interpretations of such structures:

**Jumping Interpretation** $I_J$: A transition from state $s_1$ to state $s_2$ with label $k \in \mathbb{N}$ means that at any time $t_0$, where we are in state $s_1$, we can perform an atomic action that requires $k$ units of time. The action terminates at time $t_0 + k$, where we are in state $s_2$. *There is no information about the intermediate points of time $t_0 < t < t_0 + k$.*

**Stuttering Interpretation** $I_S$: A transition from state $s_1$ to state $s_2$ with label $k > 1$ is seen as abbreviation for a stuttering sequence $s_1 \overset{1}{\rightarrow} s_{1,1} \overset{1}{\rightarrow} \ldots \overset{1}{\rightarrow} s_{1,k-1} \overset{1}{\rightarrow} s_2$ where $s_1$ is repeated, according to the time consumption.

Clearly, only interpretation $I_J$ can be used in a setting where non-interruptible, atomic timed transitions are considered. Moreover, only interpretation $I_J$ allows more powerful abstraction techniques than stuttering simulations. It is therefore surprising that none of the existing real-time extensions of CTL is based on interpretation $I_J$, although this is the more general (expressive) one. In this work we define *timed Kripke structures (TKSs)* as the ones labeled according to jumping interpretation $I_J$. To distinguish between timed and untimed Kripke structures we call the untimed ones also *unit delay structures (UDSs)*.

The development of discrete real-time extensions of CTL has been initiated by Emerson et al. in [47, 49, 51], where the temporal operators have been extended by time bounds to limit the number of fixpoint iterations required to evaluate the considered temporal expression.
The models used in [47, 49, 51] were still traditional finite-state transition systems where each transition requires a single unit of time.

In order to represent real-time systems in a more compact way, [27] introduced timed transition systems, where transitions are labeled by natural numbers that denote the time consumption of the action associated with the transition. The meaning of these timed transitions is in our terms the stuttering interpretation \( I_S \).

In [57] a new real-time temporal logic was introduced, where both interpretations \( I_J \) and \( I_S \) were unfortunately mixed: Different temporal operators of this logic interpret transitions differently, i.e., either according to \( I_J \) or \( I_S \). As the meaning of timed transitions therefore depends on the context, it is impossible to reason about the meaning of timed transitions. In particular, it is not possible to define composition of structures. Moreover, the temporal operators of [57] that rely on interpretation \( I_S \) have a misleading semantics as we will outline in detail in section 4.2.1.

Finally, [109] became aware of the misleading semantics of [57] (see page 11 of [109]), and therefore defined another temporal logic that is solely based on interpretation \( I_S \). In principle, their logic is defined on unit delay transition systems that are obtained by expanding (cf. section 4.1) a given timed transition system. As we will explain in section 4.2.2, different expansions of a timed transition system yield in different transition systems that are not bisimilar to each other, so that the results obtained for an expanded structure can not be easily transferred back to the timed transition system [83]. Hence, the work of [109] is essentially based on expanded, i.e., untimed transition systems, and may therefore be more or less viewed as a variant of Emerson’s work [47, 49, 51].

To summarize, the mentioned real-time extensions of CTL have the following problems (we discuss them in more detail in chapter 4):

- None of the mentioned real-time extensions of CTL is based on interpretation \( I_J \) that is necessary to benefit from abstraction techniques.
- None of the mentioned real-time extensions of CTL has the ability to consider timed transitions as atomic ones. They all must assume that a single timed transition is a stuttering sequence of a number of unit delayed transitions and must therefore take several consequences into account. For example, none of these extensions has a time bounded next state operator to express facts about actions that correspond with a single transition. Hence, properties regarding non-interruptible atomic timed actions necessary for the low-level real-time verification of synchronous programs can not be handled. This is also the case for all non-interruptible processes, like ‘Is there a non-stop flight from New York to Paris with a duration of at most 9 hours?’
- The mentioned real-time extensions of CTL compute the set of states of a timed transition system \( K \) where a real-time CTL formula holds, by translating the problem to a CTL model checking problem on a unit delay structure. For this purpose however, they take certain assumptions about the expansion semantics of the timed system into account. However, different expansion semantics of timed transition systems may yield in different results (s. section 4.2.2), and furthermore, different expansions are not equivalent to each
other [83]. Since there are multiple ways to expand a timed system, the choice of a
certain expansion semantics is unclear. Moreover, it is not satisfactory to assume that all
transitions of a timed system behave according to the same expansion semantics.

Hence, there has been much confusion and misconception about the definition of real-time ex-
tensions of the famous temporal logic CTL. The previous approaches [27, 57, 109] have all
been implemented in efficient symbolic model checking tools, but the underlying formalisms
are – from a logical perspective – questionable.

Furthermore the above mentioned approaches have to take enormous state space explosions
into account due to parallel execution of processes. In [108] for instance, it is required to
model the system as a parallel composition of several single timed transition systems. Since
these single systems can not be easily composed, it was proposed to expand (cf. section 4.1)
them first, compute their product as unit-delayed systems and finally, transform them back into
timed transition systems again. Moreover, as discussed above, assuming some certain expansion
semantics (cf. section 4.2.2) leads to questionable results.

1.1.5 The Dense Time Approach

Beneath the real-time extensions of CTL that are defined on discrete time models, there are
also very successful approaches that are based on a continuous model of time [2, 67, 40, 6],
i.e., they use the domain of real numbers to represent time. These approaches usually rely on
timed automata, [4] timed petri nets [106], or timed process algebras [99]. The most popular
of these formalisms are timed automata. These are finite state automata endowed by a finite set
of real-valued clocks. Verification purposes based on timed automata use the timed computa-
tion tree logic TCTL, introduced in [3] as a real-time extension of the branching-time logic CTL.

However, as already mentioned in section 1.1.1, abstractions/approximations must be taken into
account in order to reduce the infinite state spaces (arising due to the use of real numbers) into
finite ones. Then TCTL model checking can be reduced to CTL model checking. For this pur-
pose, constructions of finite state systems, like region graphs [3] or quotient graphs [124] were
proposed. The basic idea in such systems is that each region essentially consists of the set of
concrete states that are equivalent, in the sense that they can lead to the same regions in the
future. Approaches associated with such models - especially with region graphs [1, 92, 30],
or if consideration of symbolic (branching-time) properties is required - are often in practice
computationally infeasible because of the huge size and the very expensive construction of the
finite systems. The region graph for instance, grows exponentially, not only in the number of
automata and the number of clock variables, but also in the largest integer constant used in the
clock constraints of the automata.

Timed automata are considered to be a powerful formalism, since they allow processes to have
several clocks starting, pausing, or resetting independently of each other and of the environment.
For the verification engineer, it is possible to start, pause or reset these clocks of each process
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...and individuated, according to the specifi...nment requirements. However, problems arise when paral-
exed execution of processes must be considered. The fi-
nal system...be obtained using parallel composition of timed automata. However, the composed system often violates
fundamental requirements of a formal real-time model [125]: In such a model, it should be
possible to take discrete transitions infinitely often (discrete progress), but also to let time pass
infinitely often, and this without upper bounds (time progress). The implicit requirement of
time progress, known as non-zenoness [67], means that the formal model should not contain
deadlocks, i.e. states with no successors or timelocks, i.e. states from which the time cannot
progress. When checking properties, only models with non-zeno behavior should be taken into
account. A timed automaton is deadlock-free if none of its reachable states is a deadlock and
timelock-free if none of its reachable states is a timelock. When the time progress at a certain
state of a timed automaton stops, then some action becomes urgent at this state [13]. In order
to capture deadlock and timelock freedom, the notion of well-timed systems was introduced in
[67].

Deadlocks and timelocks are modelling errors caused by the verification engineer, since any
timed automaton assumed to capture the behavior of a reactive system should act infinitely often
and should not block time. Composing independently time steps and transitions may easily lead
to such problems. The compositional description of timed systems that satisfy even weak well-
timedness requirements, is a very complicated task [14]. The timed automata approach still
lacks a robust theory of composition, which would avoid deadlocks and timelocks, but also
preserve the independence of the urgency requirements of the components. First approaches for
a formal framework for urgency have been introduced in [119, 14]. However, these approaches
assume a special sub-class of timed automata and it still remains to see if analysis techniques
can be extended to consider such frameworks.

1.2 Contributions of this Work

The systems in the world we are living in are already synchronized according to physical laws.
We consider therefore as not natural to assume that a subsystem behaves according to its own
clock which starts, pauses or resets independently from some clocks of other subsystems that
communicate and interact with each other. This assumption leads to synchronization-, urgency-
and timelock problems [125, 13, 119, 14], for example when single timed subsystems are first
modeled as theoretically stand-alone parts and must then be composed in order to express their
parallel operation and obtain a final timed model for the entire, unique system. This is the case
with the timed automata formalism: these problems arise in many cases due to inconsistent
timed specifications, given by humans.

In the real world, it is much more natural to first accept the naturally given synchronization of
all physical systems and then determine the elapsed time between their events, not vice versa.

Following these principles, our goal is to apply them to real-time systems:
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- Define a real-time formal model that is based on jumping interpretation $I_t$ (cf. 1.1.4) and allows the consideration of non-interruptible atomic timed transitions together with the use of abstractions without loss of quantitative information.

- Develop a technique that takes full advantage of an industrial used description language. Extend the language in order to use it for real-time specification- and abstraction purposes.

- Specify systems in such a way, that allows to easily compose them and construct one single model which is already synchronized. This model can then be easily endowed by time attributes determined by low-level analysis, or it can be transformed into a much more compact real-time system by the use of high-level abstractions. The final single real-time model does not suffer from the problems mentioned in sections 1.1.4 and 1.1.5. It can then be used for low-level or high-level verification purposes, according to the requirements.

- Define a real-time temporal logic that takes advantage of symbolic model checking techniques and can handle atomic timed transitions and abstractions without loss of quantitative information.

- Develop efficient real-time symbolic techniques for model checking and runtime analysis purposes.

Finally, regarding the use of dense time, there is one question that still remains to be answered: where does the dense time come from in praxis?

It may sound logical to allow in a theoretical model for an event to take place after $\sqrt{2}$ seconds, but in today’s praxis we are not able to measure such a time exactly.

In this work we present a complete formal framework for the specification, modelling, verification and runtime analysis of real-time systems, which we have implemented as our tool Equinox. The structure of this framework is given in Figure 1.2.

In the first place, we define timed Kripke structures (TKS) [83] based on jumping interpretation $I_J$ (cf. section 1.1.4) as real-time formal model. The model considers timed transitions as atomic ones and allows the use of abstractions without loss of quantitative information.

We also introduce the branching-time temporal logic JCTL [83, 84] as the first real-time extension of CTL that is based on interpreting timed transition systems with interpretation $I_J$. JCTL directly allows the abstraction of real-time systems by ignoring their irrelevant qualitative properties, but without loosing their quantitative ones.

For example, we can model processes that compute some values within a certain limit of time with a single transition, that does not state anything about the values of the variables during the computation. In contrast to other real-time temporal logics, JCTL has a next-state operator equipped with time bounds, which make the logic powerful enough to reason about real-time constraints of atomic actions. We also present symbolic model checking techniques for JCTL that we have implemented in our model checking tool JERRY, using the CUDD BDD library [120]. Moreover, we analyze the complexity of the JCTL model checking algorithms. It turns
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Figure 1.2: Equinox: A Formal Framework for the Specification, Modelling, Verification and Runtime Analysis of Real-Time Systems
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out that the complexity to compute the set of states where a given JCTL formula holds is the same as for previous approaches like [57].

Furthermore, we propose techniques for the translation of synchronous programs in real-time models that are endowed with notions of either logical or physical time.

For models considering logical time, we introduce an extension of Esterel together with its translation to abstract real-time models (in the sense of [83]). Our extension allows the programmer to declare irrelevant program locations. After the usual compilation of the program into a transition system, certain states are thus to be ignored. For this purpose, we present an efficient algorithm that uses symbolic techniques to generate a single timed Kripke structure as a unique real-time model from the output of the compiler [85]. The algorithms presented in [83, 84] are then used to check quantitative temporal properties of the generated TKS.

Our goal is to show how abstractions can be incorporated in synchronous programs to obtain abstract real-time models that retain the quantitative temporal information. In particular, the programmer can generate abstract real-time models without having the need of special knowledge about verification techniques. A well-known problem of all approaches based on abstraction techniques is that the chosen abstraction might be too coarse. In this case, our technique is able to detect the problematic program locations.

In order to generate models that consider physical time, we present a method that performs an exact and detailed low-level (architecture-dependent) runtime analysis of synchronous programs [89, 87, 88]. Our approach computes the exact execution times of all possible single transitions of a system and simultaneously generates a timed Kripke structure as real-time formal model, whose transitions are labeled with numbers denoting the exact execution times of the macro step that corresponds to the transition. Note that the generated low-level timed Kripke structure consists of timed transitions which are non-interruptible atomic actions that will synchronize at each macro step. Calculating exact execution times, our method overcomes the problems of other approaches (cf. section 1.1.3), which must take less accurate WCET results into account for the generation of their low-level models. The generated formal models can then be directly used for architecture-dependent real-time verification, as well as for further analysis purposes like WCET and BCET [86].

It is important to note that our methods allow the generation of real-time models without having the need of parallel composition of single submodels, which is one of the most important drawbacks of other approaches, as described in sections 1.1.4 and 1.1.5. Parallel composition is already performed during compilation of the synchronous program, before the generation of the single real-time model.

Having constructed real-time models considering logical as well as physical time, we then propose a new and completely automatic approach to exact WCET analysis of these models [86].

4The notion ‘symbolic’ is used here in the sense of ‘symbolic model checking’ which means that we represent transition relations and state spaces implicitly by means of propositional formulae.
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Our technique can be applied to both, low-level– and high-level WCET analysis, according to
the time notion of the model. For a given program, we take advantage of symbolic state space
exploration to compute the exact best and worst runtimes in terms of macro steps for all inputs at
once. Hence, our method overcomes the known problem of computing only highly pessimistic
results due to simply adding maximal bounds (cf. section 1.1). We are even able to compute
the input sequences that require these bounds. For this purpose, we have to assume that all data
types were finite\(^5\), so that the overall problem becomes decidable.

Generally, we propose the following design flow:

1. Describe the system under consideration as a synchronous program.
2. Verify desired specifications with real-time constraints [83, 84] and perform exact WCET
   analysis [86] at a logical level in order to find design errors and to estimate the runtime of
   complex tasks in terms of macro steps [85].
3. Based on the previous step, choose appropriate hardware to realize the embedded system
   and automatically derive code for software or hardware design [111, 112].
4. Perform exact low-level runtime analysis to determine the actual reaction time of the
   embedded real-time system.
5. Verify desired specifications with real-time constraints and perform exact WCET analysis
   at a physical level.
6. Generate verified executable code, circuit netlists, etc.

The outline of the work is as follows: In chapter 2 we give an overview of fundamental theo-
retical formalisms on which this work is based. In the first place, we present the formalisms on
which symbolic model checking techniques are based like Kripke structures, binary decision
diagrams and branching-time temporal logics. Then we will explain the basics of synchronous
languages, which are widely used to generate formal models necessary for verification pur-
poses. In chapter 3 we define our timed transitions systems and our real-time temporal logic
JCTL. Having given the necessary definitions, we then discuss in chapter 4 the deficiencies of
the above mentioned related approaches in more detail. In chapter 5 we will then proceed with
the definition of a symbolic model checking procedure for JCTL and analyze its complexity.

In chapter 6 we present techniques that allow the translation of synchronous programs to timed
Kripke structures which are endowed with notions of logical-, as well as physical time: In sec-
tion 6.1 we extend synchronous languages by abstractions in order to declare irrelevant program
locations. Then we generate an abstract real-time model by ignoring the irrelevant states, while
retaining the quantitative information. In contrast to the programmer’s model of synchronous
languages, we consider in section 6.2 the physical time that is required for a particular hardware
to execute the micro steps that belong to the corresponding macro step of a transition. Hence, at

\(^{5}\)For embedded systems, this restriction is not a severe one. Moreover, modelling integers with a finite, constant
bitwidth is even more accurate and allows one to detect problems with overflows and underflows.
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this level micro steps do consume time, and it is a challenging task to compute this consumption of time for particular instances of processors.

In chapter 7 we propose an exact WCET and BCET analysis algorithm: Using symbolic state space exploration, we compute for all inputs the lengths of all computations between given program locations.

Finally, the case studies and experimental results that we have obtained by our tool Equinox are presented in chapter 8.
Chapter 2

Theoretical Background

In the following, we will give an overview of fundamental theoretical formalisms on which this work is based. These formalisms are very successful in the description, modelling and formal verification of qualitative-only system properties and are commonly used in industrial applications. In the first place, we will briefly present the formalisms on which symbolic model checking techniques are based like Kripke structures, binary decision diagrams and branching-time temporal logics. Then we will explain the basics of the synchronous language Quartz, which is widely used to generate formal models necessary for verification purposes, thanks to its clean formal semantics.

2.1 Symbolic Model Checking

2.1.1 Kripke Structures

As explained in section 1, symbolic model checking approaches prove automatically the correctness of a system’s specifications by means of a graph-theoretic analysis of a model that represents the system. It considers systems modeled as Kripke structures, which are state-transition graphs over some set of variables \( \mathcal{Y} \). Kripke structures are formally defined as follows:

**Definition 1 (Kripke Structure)** A Kripke structure over the binary variables \( \mathcal{Y} \) is a tuple \((\mathcal{I}, \mathcal{S}, \mathcal{U}, \mathcal{L})\), where \( \mathcal{S} \) is a finite set of states, \( \mathcal{I} \subseteq \mathcal{S} \) is a set of initial states, and \( \mathcal{U} \subseteq \mathcal{S} \times \mathcal{S} \) is a set of transitions. For any state \( s \in \mathcal{S} \), the set \( \mathcal{L}(s) \subseteq \mathcal{Y} \) is the set of variables that hold on \( s \).

---

1 Avoid errors; not for fear, but for duteousness.
DEMOKRITOS (470 - 369 BC)
Figure 2.1: A Kripke Structure

Kripke structures may be pictorially drawn as given in Figure 2.1, where initial states are drawn with double lines. They consist of a finite number of states representing the system’s state space and a number of transitions between states to capture the system’s actual behavior. The choice of a transition is nondeterministic. The binary relation on $U$ is total, i.e. each state has at least one successor. $L$ is a labeling which assigns to each state a set of variables, those intended to be true at the state. Intuitively, the states of a structure could be thought of as corresponding to the states of a concurrent program, the state transitions of which are specified by the binary relation $U$. In symbolic model checking approaches the transition relation is represented implicitly by boolean formulae and states are not explicitly enumerated.

2.1.2 Binary Decision Diagrams (BDDs)

Boolean formulae can be represented by binary decision diagrams (BDDs) [17]. This usually results in a much smaller representation for the transition relation, allowing the size of the models being verified to increase significantly. BDDs are directed acyclic graphs. The nodes of a BDD correspond to the variables of the formula. Descendants of a node are labeled with true or false. The value of the formula for a given assignment of values to the variables can be found by traversing the tree from root to leaf. At each node the descendant that corresponds to the value assigned to the variable in the node is followed. The leaf indicates if the formula is satisfied or not for that particular assignment.

However, BDDs impose a total ordering in which the variables occur in this sequence. For any boolean formula and with a fixed variable ordering there exists a unique BDD [17]. The size of the BDD is critically dependent on the variable ordering. It is exponential in the number of variables in the worst case. Given a good variable ordering, however, the size is linear in most practical cases. Using a good variable ordering is very important. But finding the optimal order is in itself a NP-complete problem. Nevertheless, there are many heuristics that work quite well in practice, like [56, 24].

2.1.3 Computation Tree Logic (CTL)

The branching-time temporal logic CTL (Computation Tree Logic) is used in symbolic model checking approaches to specify and reason about correctness properties of concurrent programs [33]. CTL is a temporal logic extended by path-quantifiers. Formally, the notion of a path in a Kripke structure is defined as follows:
Definition 2 (Path in a Kripke Structure) A path $\sigma$ through a Kripke structure is a function $\sigma : \mathbb{N} \rightarrow S$ such that $\forall i \in \mathbb{N}, (\sigma(i), \sigma(i+1)) \in \mathcal{U}$ holds (we write the function application with a superscript). Hence, $\sigma(i)$ is the $(i+1)$th state on path $\sigma$. The set of paths starting in a state $s$ is furthermore denoted as $\mathcal{P}_K(s)$.

Since every state in a Kripke structure has at least one successor, a path $s_0, s_1, s_2, \ldots$ is an infinite sequence of states so that $(s_i, s_{i+1}) \in \mathcal{U}$. Intuitively, a path captures the notion of an execution sequence.

Generally, temporal logics are propositional logics combined with modal operators. They were originally developed by philosophers in order to reason about the validity of statements according to time. Typical modal operators of a temporal logic are:

- $G$: global validity at all points of time
- $F$: validity at some point of time in the future
- $X$: validity at the next point of time
- $U$: validity until some point of time in the future

These make possible to express properties like “nothing new happens”: $G(\neg \text{new})$. A popular logic that takes advantage of the above operators is the Linear-Time Temporal Logic (LTL) [101]. However, it is often of essential importance to be able to quantify over several paths while performing a system’s analysis. For this purpose, CTL was introduced in [33], as an extension of temporal logics by universal path-quantifiers $\forall$ and existence path-quantifiers $\exists$.

Formulae in CTL refer to the computation tree derived from the model. CTL is classified as a branching time logic, because it has operators that describe the branching structure of this tree. Each operator consists of two parts: a path quantifier followed by a temporal operator. Path quantifiers indicate that the property should be true on all paths from a given state ($G$), or on some paths from a given state ($E$). Formally, the definition of the syntax and semantics of CTL are given as follows:

Definition 3 (Syntax of CTL) Given a set of variables $V$, the set of CTL formulae is the least set satisfying the following rules, where $\varphi$ and $\psi$ denote arbitrary CTL formulae, and $a, b \in \mathbb{N}$ are arbitrary natural numbers:

- $V \subseteq \text{CTL}$, i.e, any variable is a CTL formula
- $\neg \varphi, \varphi \land \psi \in \text{CTL}$
- $\text{EX} \varphi \in \text{CTL}$
- $\text{EG} \varphi \in \text{CTL}$
- $E[\varphi \cup \psi] \in \text{CTL}$

The semantics of CTL is defined with respect to Kripke structures. If a formula $\varphi$ is true in a state $s$ of a structure $K$, we write $(K, s) \models \varphi$.

Definition 4 (Semantics of CTL) Given a Kripke structure $K = (I, S, \mathcal{U}, \mathcal{L})$, and $s \in S$, then the semantics of the logic is recursively defined as follows:
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- $(\mathcal{K}, s) \models p$ iff $p \in \mathcal{L}(s)$ for any $p \in \mathcal{V}$
- $(\mathcal{K}, s) \models \neg \varphi$ iff $(\mathcal{K}, s) \not\models \varphi$
- $(\mathcal{K}, s) \models \varphi \land \psi$ iff $(\mathcal{K}, s) \models \varphi$ and $(\mathcal{K}, s) \models \psi$
- $(\mathcal{K}, s) \models \text{EX} \varphi$ iff there is a path $\sigma \in \mathcal{P}_\mathcal{K}(s)$ with $(\mathcal{K}, \sigma^{(1)}) \models \varphi$
- $(\mathcal{K}, s) \models \text{EG} \varphi$ iff there is a path $\sigma \in \mathcal{P}_\mathcal{K}(s)$ such that for all $i \in \mathbb{N}$ holds $(\mathcal{K}, \sigma^{(i)}) \models \varphi$
- $(\mathcal{K}, s) \models E[\varphi \cup \psi]$ iff there is a path $\sigma \in \mathcal{P}_\mathcal{K}(s)$ and an $i \in \mathbb{N}$ with

$((\mathcal{K}, \sigma^{(i)}) \models \psi) \land (\forall j < i. (\mathcal{K}, \sigma^{(j)}) \models \varphi)$

Given a Kripke Structure $\mathcal{K}$ and a CTL formula $\varphi$, we denote the set of states of $\mathcal{K}$ where $\varphi$ holds as $\llbracket \varphi \rrbracket_\mathcal{K}$. We also denote the value of a formula $\varphi$ in a state $s$ with $\varphi([s])$.

Intuitively, $(\mathcal{K}, s) \models \text{EX} \varphi$ means that the state $s$ has a at least one direct successor state $s'$ that satisfies $\varphi$.

$(\mathcal{K}, s) \models E[\varphi \cup \psi]$ means that there is a path $\sigma$ starting in $\sigma^{(0)} = s$, where either $\psi$ immediately holds at $\sigma^{(0)}$, or $\varphi$ holds for the first $i$ states $\sigma^{(0)}, \sigma^{(1)}, \ldots, \sigma^{(i-1)}$ and $\psi$ holds on $\sigma^{(i)}$. If we allow that $\psi$ must not necessarily hold on $\sigma^{(i)}$, then we call the operator a weak until operator, denoted without underline as $E[\varphi \cup \psi]$. Analogous, $E[\varphi \cup \psi]$ is also often called strong until operator.

$(\mathcal{K}, s) \models \text{EG} \varphi$ means that there is a path $\sigma$ starting in $\sigma^{(0)} = s$, such that $\varphi$ holds for any state $\sigma^{(i)}$.

In the above definitions, only basic operators of the logic were used. Further operators of CTL can be defined as abbreviations of the basic ones:

**Definition 5 (Further CTL Temporal Operators)** Further temporal operators in CTL can be defined as follows, where $p$ is an arbitrary variable:

- $1 := p \lor \neg p$
- $0 := p \land \neg p$
- $\varphi \lor \psi := \neg (\neg \varphi \land \neg \psi)$
- $\varphi \rightarrow \psi := \neg \varphi \lor \psi$
- $\text{EF} \varphi := E[1 \cup \varphi]$
- $\text{AX} \varphi := \neg \text{EX} \neg \varphi$
- $\text{AF} \varphi := \neg \text{EG} \neg \varphi$
- $\text{AG} \varphi := \neg \text{EF} \neg \varphi$
- $A[\varphi \cup \psi] := \neg E[\neg \psi \cup \neg \varphi \lor \neg \psi] \land \neg \text{EG} \neg \psi$

CTL formulae enable the expression of properties regarding to several paths as illustrated in Figure 2.2. To summarize, CTL operators have intuitively the following meaning:
Figure 2.2: CTL Operators
- EX $\varphi$: a state, where $\varphi$ is valid is reachable at the next point of time
- EF $\varphi$: a state, where $\varphi$ is valid is reachable at some point of time in the future
- EG $\varphi$: there exists an infinite sequence of states, where $\varphi$ is valid at all points of time
- E[$\varphi \cup \psi$]: $\psi$ is valid, or there exists a sequence of states, where $\varphi$ holds until $\psi$ holds
- AX $\varphi$: the validity of $\varphi$ is inevitable at the next point of time
- AF $\varphi$: the validity of $\varphi$ is inevitable at some point of time in the future
- AG $\varphi$: $\varphi$ is valid at all points of time
- A[$\varphi \cup \psi$]: $\psi$ is valid, or $\varphi$ holds at all sequences of states, until $\psi$ inevitably holds

CTL symbolic model checking is linear in the product of the size of the structure and the size of the formula [33]. The algorithms of the basic operators are based on fixpoint computations. In the following, we give a brief description of this notion. For a more detailed description, the reader is referred to chapter 3 of Schneider’s [113] or to [34, 36].

Considering a set of states $S$ of a Kripke structure, then one can denote a lattice $D(S)$ of predicates over $S$, where each predicate is identified with the states in $S$ that make it true and uses set inclusion as ordering.

**Definition 6 (Fixpoints)** Consider a set of states $S$ of a Kripke structure, a lattice $D(S)$ of predicates over $S$ and a function $F : D \to D$ that maps sets of states to sets of states. A set $d \subseteq D$ is a fixpoint of the function $F$ if $F(d) = d$ holds. The least fixpoint $\hat{d}$ and the greatest fixpoint $\check{d}$ of $F$ can be characterized as follows:

- $\hat{d} = \inf\{d \in D | F(d) = d\}
- \check{d} = \sup\{d \in D | F(d) = d\}

Tarski and Knaster provided an iteration for computing least and greatest fixpoints [122, 79]. In particular, it is possible to show that

$$
\hat{d} \ Z [F(\hat{Z})] = \bigcup_i F^i(\text{False}) \quad \text{and} \\
\check{d} \ Z [F(\check{Z})] = \bigcap_i F^i(\text{True})
$$

Both fixpoints can be computed by iteration, where

- for the least fixpoint $\hat{d}$ holds $Z^0 = \text{False}$ and $Z^{i+1} = Z^i \cup F(Z^i)$, and
- for the greatest fixpoint $\check{d}$ holds $Z^0 = \text{True}$ and $Z^{i+1} = Z^i \cap F(Z^i)$

The fixpoints are found when $Z^i = Z^{i+1}$. Since the number of states in a Kripke structure is finite, termination is guaranteed, because there can be no infinite sequence of $Z$'s such that $Z^i \neq Z^{i+1}$. In a Kripke structure $K$, a CTL formula $\varphi$ can be represented by the set of states $\{s | (K, s) \models \varphi \} \in D(S)$, that satisfies $\varphi$. Then, the algorithms for the basic CTL operators E[$\varphi \cup \psi$] and EG $\varphi$ are given by means of fixpoint computations as follows:
The set of states where $E[\varphi \cup \psi]$ is true can be determined by computing least fixpoints:

$$E[\varphi \cup \psi] = \hat{d} \mathcal{Z} [\psi \lor (\varphi \land \text{EX} \mathcal{Z})]$$

It was shown (s. [34]) that $E[\varphi \cup \psi]$ is the least fixpoint for $F(\mathcal{Z}) = \psi \lor (\varphi \land \text{EX} \mathcal{Z})$. Hence, we have

$$E[\varphi \cup \psi] = \psi \lor (\varphi \land \text{EX} E[\varphi \cup \psi])$$

The set of states where $\text{EG} \varphi$ is true can be determined by computing greatest fixpoints:

$$\text{EG} \varphi = \hat{d} \mathcal{Z} [\varphi \land \text{EX} \mathcal{Z}]$$

It was shown (s. [34]) that $\text{EG} \varphi$ is the greatest fixpoint for $F(\mathcal{Z}) = \varphi \land \text{EX} \mathcal{Z}$. Hence, we have

$$\text{EG} \varphi = \varphi \land \text{EX} \text{EG} \varphi$$

Finally, for the basic operator $\text{EX} \varphi$, the model checking algorithm must guarantee that

$$(\mathcal{K}, s) \models F \varphi \iff \exists s'.(\varphi(s') \land (s, s') \in U)$$

The relational product $\exists s'.(\varphi(s') \land (s, s') \in U)$ can be computed using basic operations for set manipulation [20]. It is a fundamental operation for symbolic model checking approaches, since it is involved in all basic CTL operators and appears very frequently. This makes its efficient computation of essential importance. Efficient techniques for this purpose are given in [19] and are implemented in many BDD packages like [120].

### 2.2 The Synchronous Language QUARTZ

QUARTZ [112, 114, 111, 116] is a variant of the synchronous language Esterel [10, 54] that differs from Esterel in some minor points. The semantics of QUARTZ has been defined in [112] and a hardware synthesis for its compilation has been presented in [111]. An extension of the latter including schizophrenia problems has been given in [116]. A complete reference is given in [114]. In the following, we briefly describe the basics of QUARTZ and Esterel; for more details on QUARTZ the reader is referred to [112, 114, 111, 116], for more details on Esterel, the reader should consult the Esterel primer [10], which is an excellent introduction to synchronous programming.

Beneath the comfortable programmer’s model given by the macro step abstraction, synchronous languages like QUARTZ provide a rich set of statements for manipulating the execution
of concurrent threads. In particular, there are several statements for preemption and suspension, and different forms of concurrency like synchronous, asynchronous or interleaved execution.

In synchronous languages, time is modeled by the natural numbers \( \mathbb{N} \), so that the semantics of an expression is a function of type \( \mathbb{N} \to \alpha \) for some type \( \alpha \). Quartz distinguishes between two kinds of variables, namely event variables and state variables. The semantics of an event variable is a function of type \( \mathbb{N} \to \mathbb{B} \), while the semantics of a state variable may have the more general type \( \mathbb{N} \to \alpha \). The main difference is however the data flow: the value of a state variable \( y \) is 'sticky', i.e. if no data operation has been applied to \( y \), then its value does not change. On the other hand, the value of an event variable \( x \) is not stored: at the next step, the value of \( x \) would be reset to 0 (we denote Boolean values as 1 and 0), if it is not explicitly made 1 at the considered point of time. Hence, the value of an event variable \( x \) is 1 at a point of time if and only if there is at least one thread that emits \( x \) at this point of time.

Event variables are made present with the emit statement, while state variables are manipulated with assignments. Of course, any event or state variable may also be an input variable, so that their values are determined by the environment only. Emissions and assignments are all data manipulating statements. The execution of these statements, as well as the execution of most other statements does not consume time (in the programmer’s view). A complete list of all basic statements of Quartz is given in Fig. 2.3, where \( S, S_1, \) and \( S_2 \) are also basic statements of Quartz, \( \ell \) is a location variable, \( x \) is an event variable, \( y \) is a state variable, and \( \sigma \) is a Boolean expression:

In general, a statement \( S \) may be started at a certain point of time \( t_1 \), and may terminate at time \( t_2 \geq t_1 \), but it may also never terminate. If \( S \) immediately terminates when it is started \( (t_2 = t_1) \), it is called instantaneous, otherwise we say that the execution of \( S \) takes time, or simply that \( S \) consumes time. Whether a statement is instantaneous or not may depend on input or local variables. There is only one basic statement that consumes time, namely the pause statement. In other words, the pause statements are the only statements where the control flow may rest. For this reason, we endow pause statements with unique location variables \( \ell \). These labels are used in [112, 114, 111, 116] as state variables to encode the control flow automaton.

The semantics of Quartz and Esterel can be defined in several ways that lead all to the same transition system. In particular, there is a semantics based on process-algebraic transition rules, and a direct translation into hardware circuits [9]. A detailed explanation of the semantics of Quartz is given in [112, 114, 116]. The control flow of a statement \( S \) has been defined by the control flow predicates [112, 114] inside \( (S) \), instant \( (S) \), enter \( (S) \), terminate \( (S) \), and move \( (S) \), and the data flow of \( S \) has been defined by the set of guarded commands guardcmd \( (\varphi, S) \):

\[
\text{inside}(S) \text{ is the disjunction of the pause labels occurring in } S. \text{ Therefore, inside}(S) \text{ holds at some point of time iff at this point of time, the control flow is at some location inside } S. \text{ instant}(S) \text{ holds iff the control flow can not stay in } S \text{ when } S \text{ would now be started. This means that the execution of } S \text{ would be instantaneous at this point of time.}
\]
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- **nothing** (empty statement)
- **emit** \( x \) and **emit delayed** \( x \) (emissions)
- \( y := \tau \) and **delayed** \( y := \tau \) (assignments)
- \( \ell : \text{pause} \) (consumption of time)
- **if** \( \sigma \text{ then } S_1 \ \text{ else } S_2 \ \text{ end} \) (conditional)
- \( S_1 ; S_2 \) (sequential composition)
- \( S_1 \parallel S_2 \) (synchronous parallel composition)
- \( S_1 \parallel\parallel S_2 \) (asynchronous parallel composition)
- **choose** \( S_1 \parallel S_2 \) \text{ end} (nondeterministic choice)
- **do** \( S \text{ while } \sigma \) (iteration)
- **suspend** \( S \text{ when } \sigma \) (suspension)
- **weak suspend** \( S \text{ when } \sigma \) (weak suspension)
- **abort** \( S \text{ when } \sigma \) (abortion)
- **weak abort** \( S \text{ when } \sigma \) (weak abortion)
- **local** \( x \text{ in } S \) \text{ end} (local event variable)
- **local** \( y : \alpha \text{ in } S \) \text{ end} (local state variable)
- **now** \( \sigma \) (instantaneous assertion)
- **during** \( S \text{ holds } \sigma \) (invariant assertion)

Figure 2.3: Basic Syntax of Quartz

**enter** \((S)\) describes where the control flow will be at the next point of time, when \( S \) would now be started.

**terminate** \((S)\) describes all conditions where the control flow is currently somewhere inside \( S \) and wants to leave \( S \). Note however, that the control flow might still be in \( S \) at the next point of time since \( S \) may be entered at the same time, for example, by a surrounding loop statement.

**move** \((S)\) describes all internal moves, i.e., all possible transitions from somewhere inside \( S \) to another location inside \( S \).

**guardcmd** \((\varphi, S)\) is a set of pairs of the form \((\gamma, C)\), where \( C \) is a data manipulating statement, i.e., either an emission or an assignment. The meaning of \((\gamma, C)\) is that \( C \) is immediately executed whenever the guard \( \gamma \) holds.

Using the above control flow predicates, one can define a finite-state transition system that defines the control flow of a statement [112, 114].

The data flow is determined by the guarded commands **guardcmd** \((\varphi, S)\) that appear as conditional emissions and assignments on the transitions of the control flow transition system. In
case that only finite data types were used, it is possible to translate a program to a classical finite state (Mealy) automaton, as shown in [112]. There, a given synchronous program is translated into a finite-state automaton (representing the control flow) whose transitions are labeled with a set of conditional assignments (representing the data flow). Each transition directly corresponds to a macro step of the program. This description is given in an implicit form, so that it can be used for symbolic state space exploration [11, 22].

For example, for the body statement of module *RussMult* given in Figure 6.5 of section 6.2, we obtain the following results ($X\varphi$ means that $\varphi$ holds at the next point of time):

- $\text{inside}(S) \equiv \ell \lor rdy$
- $\text{instant}(S) \equiv 0$
- $\text{enter}(S) \equiv Xrdy$
- $\text{terminate}(S) \equiv 0$

$$\text{move}(S) \equiv \begin{cases} 
rdy \land Xrdy \land (\neg req \lor (y = 0)) \lor \\
rdy \land X\ell \land req \land (y \neq 0) \lor \\
\ell \land X\ell \land (y \neq 0) \lor \\
\ell \land Xrdy \land (y = 0)
\end{cases}$$

Based on the presented basic statements, one can define a couple of several macro statements whose semantics is then simply given by the macro expansion. The most popular ones (most of them are used by the *Esterel* language) are given in Fig. 2.4.

![Figure 2.4: Popular Macro Statements of Quartz](image)

28
Chapter 3

The Real-Time Temporal Logic JCTL

In the next sections, we introduce timed transition systems based on interpretation $I_t$ (cf. 1.1.4) and explain more in detail the meaning of this interpretation, which allows abstraction of real-time systems without loss of quantitative information. Then we define a new real-time temporal logic JCTL, which is defined on such transition systems. Having given the syntax and semantics of JCTL, we then show how different operators can be expressed as abbreviations of the basic JCTL operators.

3.1 Timed Kripke Structures and Abstractions

To model real-time systems we introduce in this section timed Kripke structures (TKS) over some set of variables $\mathcal{V}$. Timed Kripke structures are formally defined as follows:

**Definition 7 (Timed Kripke Structure (TKS))** A timed Kripke structure over the variables $\mathcal{V}$ is a tuple $(\mathcal{I}, \mathcal{S}, \mathcal{R}, \mathcal{L})$, such that $\mathcal{S}$ is a finite set of states, $\mathcal{I} \subseteq \mathcal{S}$ is the set of initial states, and $\mathcal{R} \subseteq \mathcal{S} \times \mathbb{N} \times \mathcal{S}$ is the set of transitions. For any state $s \in \mathcal{S}$, the set $\mathcal{L}(s) \subseteq \mathcal{V}$ is the set of variables that hold on $s$. We furthermore demand that for any $(s, t, s') \in \mathcal{R}$, we have $t > 0$ and that for any $s \in \mathcal{S}$, there must be a $t \in \mathbb{N}$ and a $s' \in \mathcal{S}$ such that $(s, t, s') \in \mathcal{R}$ holds.

Timed Kripke structures may be pictorially drawn as given in Figure 3.1, where initial states are drawn with double lines. Some approaches, e.g. [27] label their transitions with intervals $[a, b]$ of time. It is easily seen that TKSs subsume these models since we can add for any $t \in [a, b]$ a new transition between the considered two states.

---

1True and right things are by nature stronger than their opposites.

ARISTOTELES (384 - 332 BC)
It is crucial to understand what is modeled by a TKS. We use interpretation $I_J$: A transition from state $s$ to state $s'$ with label $k \in \mathbb{N}$ means that at any time $t_0$, where we are in state $s$, we can perform an atomic action that requires $k$ units of time. The action terminates at time $t_0 + k$, where we are in state $s'$. In particular, there is no information about the intermediate points of time $t$ with $t_0 < t < t_0 + k$.

As example, consider Figure 3.2, which shows a timed transition in a TKS. At the point of time $t = 1$ we are in state $s_0$ where the formula $\varphi$ is valid. The transition from $s_0$ to $s_1$ requires 4 time units. At the point of time $t = 5$, state $s_1$ is reached, where the formula $\psi$ is valid. No information is given about the validity of a formula for the points of time $t = 2, t = 3, t = 4$, between the states $s_0$ and $s_1$.

It's easy to see that normal Kripke structures are special cases of TKS that are obtained by restricting TKSs so that $(s, t, s') \in \mathcal{R}$ implies $t = 1$. To avoid confusion, we call the ‘normal Kripke structures’ unit delay structures (UDS):

**Definition 8 (Unit Delay Structure (UDS))** A TKS $\mathcal{K} = (\mathcal{I}, \mathcal{S}, \mathcal{R}, \mathcal{L})$ is called to be unit delay structure (UDS) iff $\mathcal{X}_\mathcal{K} := \{ t \mid (s, t, s') \in \mathcal{R} \} = \{1\}$.

Finally, note that it is also possible to consider certain infinite sets of transitions in a TKS; we will see this in more detail in section 6.1.3. Roughly speaking, we could allow labels with linear
constraints, as e.g. \( \{2n + 3m + 5 \mid n, m \in \mathbb{N}\} \) or \( \{n \in \mathbb{N} \mid n > 10\} \). The reason is that these labeled transitions can be replaced by finitely many states including some cycles.

### 3.2 JCTL as a Real-Time Extension of CTL

In this section, we introduce the first real-time extension JCTL of CTL, that is based on interpreting timed transition systems with interpretation \( I_F \) so that the logic directly allows the abstraction of real-time systems by ignoring their irrelevant qualitative properties, but without loosing their quantitative ones. For example, we can model processes that compute some values within a certain limit of time with a single transition, that does not state anything about the values of the variables during the computation. JCTL has a next-state operator equipped with time bounds, which make the logic powerful enough to reason about real-time constraints of atomic timed actions. Note that the existing approaches do not allow this.

#### 3.2.1 Syntax and Semantics of JCTL

For the JCTL definition below, only a small subset of basic logical operators is required, that will be extended further by abbreviations.

**Definition 9 (Syntax of JCTL)** Given a set of variables \( \mathcal{V} \), the set of JCTL formulae is the least set satisfying the following rules, where \( \varphi \) and \( \psi \) denote arbitrary JCTL formulae, and \( a, b \in \mathbb{N} \) are arbitrary natural numbers:

- \( \mathcal{V} \subseteq \text{JCTL}, \text{i.e., any variable is a JCTL formula} \)
- \( \neg \varphi, \varphi \land \psi \in \text{JCTL} \)
- \( \text{EX}^{[a+1]} \varphi \in \text{JCTL} \)
- \( \text{EX}^{>a+1} \varphi \in \text{JCTL} \)
- \( \text{E}[[\varphi \mathcal{U}^{[a]} \psi]] \in \text{JCTL} \)
- \( \text{E}[[\varphi \mathcal{U}^{>a} \psi]] \in \text{JCTL} \)
- \( \text{EG}^{[a]} \varphi \in \text{JCTL} \)
- \( \text{EG}^{>a} \varphi \in \text{JCTL} \)

Note that, in addition to the strong- and weak until operators, JCTL is also equipped with *strong-and weak next operators*.

Also note that, as we will show in section 3.2.3, the basic operators \( \text{EG}^{[0]} \) and \( \text{EG}^{>a} \) can be defined as abbreviations of JCTL and CTL operators. Nevertheless, in order to simplify formulae notions, but also to be able to directly compare JCTL with other existing real-time logics (cf. section 4), we use \( \text{EG}^{[0]} \) and \( \text{EG}^{>a} \) as reference.

The semantics of JCTL is defined with respect to a TKS. For the definition of the semantics, we need the notion of paths in timed Kripke structures. Formally, the notion of a path in a TKS is defined as follows:
Definition 10 (Path in a Timed Kripke Structure) A path $\pi$ through a timed Kripke structure is a function $\pi : \mathbb{N} \to \mathcal{S}$ such that $\forall i \in \mathbb{N}, \exists t \in \mathbb{N}. (\pi^{(i)}, t, \pi^{(i+1)}) \in \mathcal{R}$ holds (we write the function application with a superscript). Hence, $\pi^{(i)}$ is the $(i+1)$th state on path $\pi$. For a given path $\pi$, we define an associated time consumption function $\tau_\pi$, so that $\pi$ and $\tau_\pi$ satisfy the condition $\forall i \in \mathbb{N}. (\pi^{(i)}, \pi^{(i)}_{\tau_\pi}, \pi^{(i+1)}) \in \mathcal{R}$.

Note that $\tau_\pi$ is not uniquely defined for a fixed path $\pi$, since we may have more than one transition between two states that are labeled with different numbers. The set of paths starting in a state $s$ is furthermore denoted as $\text{Paths}_\mathcal{K}(s)$.

Definition 11 (Semantics of JCTL) Given a TKS $\mathcal{K} = (I, \mathcal{S}, \mathcal{R}, \mathcal{L})$, and $s \in \mathcal{S}$, then the semantics of the logic is recursively defined as follows:

- $(\mathcal{K}, s) \models p$ iff $p \in \mathcal{L}(s)$ for any $p \in \mathcal{V}$
- $(\mathcal{K}, s) \models \neg \varphi$ iff $(\mathcal{K}, s) \not\models \varphi$
- $(\mathcal{K}, s) \models \varphi \land \psi$ iff $(\mathcal{K}, s) \models \varphi$ and $(\mathcal{K}, s) \models \psi$
- $(\mathcal{K}, s) \models E[\varphi]$ iff there is a path $\pi \in \text{Paths}_\mathcal{K}(s)$ with associated duration function $\tau_\pi$ with
  $$ (a + 1 \leq \tau_\pi^{(0)} \leq b) \land ((\mathcal{K}, \pi^{(1)}) \models \varphi) $$

- $(\mathcal{K}, s) \models E[\varphi U^{a+1}] \psi$ iff there is a path $\pi \in \text{Paths}_\mathcal{K}(s)$ with associated duration function $\tau_\pi$ with
  $$ (a + 1 \leq \tau_\pi^{(0)}) \land ((\mathcal{K}, \pi^{(1)}) \models \varphi) $$

- $(\mathcal{K}, s) \models E[\varphi U^{\geq a}] \psi$ iff there is a path $\pi \in \text{Paths}_\mathcal{K}(s)$ with associated duration function $\tau_\pi$ and an $i \in \mathbb{N}$ with
  $$ (a \leq \sum_{j=0}^{i-1} \tau_\pi^{(j)} \leq b) \land ((\mathcal{K}, \pi^{(i)}) \models \psi) \land (\forall j < i. (\mathcal{K}, \pi^{(j)}) \models \varphi) $$

- $(\mathcal{K}, s) \models E[G[a,b]] \varphi$ iff there is a path $\pi \in \text{Paths}_\mathcal{K}(s)$ with associated duration function $\tau_\pi$, such that for all $i \in \mathbb{N}$, we have
  $$ (a \leq \sum_{j=0}^{i-1} \tau_\pi^{(j)} \leq b) \rightarrow ((\mathcal{K}, \pi^{(i)}) \models \varphi) $$
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- \((\mathcal{K}, s) \models \text{EG}^{2\alpha} \varphi\) iff there is a path \(\pi \in \text{Paths}_{\mathcal{K}}(s)\) with associated duration function \(\tau_{\pi}\), such that for all \(i \in \mathbb{N}\), we have

\[
\left( a \leq \sum_{j=0}^{i-1} \tau_{\pi}^{(j)} \right) \rightarrow \left( (\mathcal{K}, \pi^{(i)}) \models \varphi \right)
\]

Given a TKS \(\mathcal{K}\) and a JCTL formula \(\varphi\), we denote the set of states of \(\mathcal{K}\) where \(\varphi\) holds as \([\varphi]_{\mathcal{K}}\).

Intuitively, the semantics of JCTL can be explained as follows:

- \((\mathcal{K}, s) \models \text{EX}^{\left[a+1, b\right]} \varphi\) means that the state \(s\) has a direct successor state \(s'\) that satisfies \(\varphi\) and can be reached in time \(t \in [a + 1, b]\).

- \((\mathcal{K}, s) \models \text{EX}^{\geq a+1} \varphi\) means that the state \(s\) has a direct successor state \(s'\) that satisfies \(\varphi\) and can be reached in time \(t \geq a + 1\).

- \((\mathcal{K}, s) \models \text{E}[\varphi \cup_{\left[a, b\right]} \psi]\) means that there is a path \(\pi\) starting in \(\pi^{(0)} = s\) and a number \(i \in \mathbb{N}\) so that for the first \(i\) states \(\pi^{(0)}, \pi^{(1)}, \ldots, \pi^{(i-1)}\) the property \(\varphi\) holds, and \(\psi\) holds on \(\pi^{(i)}\), and the time \(t := \sum_{j=0}^{i-1} \tau_{\pi}^{(j)}\) required to reach state \(\pi^{(i)}\) satisfies the numerical relations \(a \leq t\) and \(t \leq b\).

- \((\mathcal{K}, s) \models \text{EG}^{\left[a, b\right]} \varphi\) means that there is a path \(\pi\) starting in \(\pi^{(0)} = s\), such that for any state \(\pi^{(i)}\) that is reached within a time \(t := \sum_{j=0}^{i-1} \tau_{\pi}^{(j)}\) with \(t \in [a, b]\), we have \((\mathcal{K}, \pi^{(i)}) \models \varphi\). Hence, \(\varphi\) holds in the interval \([a, b]\).

- \((\mathcal{K}, s) \models \text{EG}^{\geq a} \varphi\) means that there is a path \(\pi\) starting in \(\pi^{(0)} = s\), such that for any state \(\pi^{(i)}\) that is reached within a time \(t := \sum_{j=0}^{i-1} \tau_{\pi}^{(j)}\) with \(t \geq a\), we have \((\mathcal{K}, \pi^{(i)}) \models \varphi\). Hence, \(\varphi\) holds for all states on \(\pi\) that are reached at time \(a\) or after time \(a\).

As example for the JCTL semantics, consider the timed Kripke structure shown in Figure 3.3. There, we have:
Note that in the results of $\text{EG}^{[2,4]}\varphi$ the state $s_1$ holds trivially, since, starting at $s_1$, there is no state at all to be found in the interval $[2, 4]$. Hence, due to the definition of $\text{EG}^{[a,b]}\varphi$, we have

$$false \rightarrow (\langle K, \pi^{(i)} \rangle \models \varphi)$$

which is always true.

The states in $\text{EG}^{[a,b]}\varphi$ that do not only trivially hold, can be easily determined by the following conjunction:

$$\text{EG}^{[a,b]}\varphi \land \text{E}[1 \text{ U}^{[a,b]} \varphi]$$

### 3.2.2 JCTL Operators as Abbreviations

In this section we show that the set of the basic JCTL operators is complete for a CTL-like logic. In particular, we show that further JCTL operators, like e.g. the formulae $\text{AX}^\kappa \varphi$, $\text{A}[\varphi \text{ U}^\kappa \psi]$, and $\text{AG}^\kappa \varphi$ can be defined in terms of $\text{EX}^\kappa \varphi$, $\text{E}[\varphi \text{ U}^\kappa \psi]$, and $\text{EG}^\kappa \varphi$. It is well-known that all CTL formulae can be rewritten so that only the operators $\text{EX}$, $\text{E}[\cdot \text{ U} \cdot]$, and $\text{EG}$ are used with the following equations (cf. definition 5 in section 2.1.3):

- $\text{AX}\varphi := \neg\text{EX}\neg\varphi$
- $\text{AG}\varphi := \neg\text{EF}\neg\varphi \equiv \neg\text{E}[1 \text{ U} (\neg\varphi)]$
- $\text{A}[\varphi \text{ U} \psi] := \neg\text{E}[(\neg\psi) \text{ U} (\varphi \lor \psi)] \land \neg\text{EG}\neg\psi$
The question is now whether such definitions can be used for real-time extensions as well. In order to prove JCTL equations, we use an abstraction of the time constraint to an ordinary signal and a subsequent LTL theorem proving, i.e. considering the validity of the formula on a single path (without path quantifiers). In particular, we embed the time constraint $\kappa$ into the boolean formulae, which allows us to consider time constraints at boolean level, as parts of boolean formulae. For this purpose, we define a complete set of real-time temporal operators according to JCTL semantics as follows:

**Definition 12 (JCTL Macro Operators)** We define:

- $X^\kappa \varphi := X[\kappa \land \varphi]$
- $X^\kappa \varphi := X[\kappa \rightarrow \varphi]$
- $G^\kappa \varphi := G[\kappa \rightarrow \varphi]$
- $F^\kappa \varphi := F[\kappa \land \varphi]$
- $[\varphi U^\kappa \psi] := [\varphi U (\kappa \land \psi)]$
- $[\varphi ^\kappa U \psi] := [(\kappa \rightarrow \varphi) U \psi]$
- $[\varphi U^\kappa \psi] := [\varphi U (\kappa \land \psi)]$
- $[\varphi ^\kappa U \psi] := [(\kappa \rightarrow \varphi) U \psi]$
- $[\varphi B^\kappa \psi] := [\varphi B (\kappa \land \psi)]$
- $[\varphi ^\kappa B \psi] := [(\kappa \and \varphi) B \psi]$
- $[\varphi ^\kappa B \psi] := [(\kappa \land \varphi) B \psi]$

It is not hard to see that the CTL equation is not true for $AX^\kappa$, since the equation $X^\kappa \varphi = \neg X^\kappa \neg \varphi$ is not valid. For this reason, we have to define another real-time next-operator as follows: $X^\kappa \varphi := X[\kappa \rightarrow \varphi]$. We therefore have to distinguish between a weak and strong real-time next-operator (obviously, we have $X^\kappa \varphi \rightarrow X^\kappa \varphi$). Then, we have the negation laws $\neg X^\kappa \varphi = \neg X^\kappa \neg \varphi$ and $X^\kappa \varphi = \neg X^\kappa \neg \varphi$, and therefore also the following definitions:

- $EX^\kappa \varphi := EX(\kappa \rightarrow \varphi) \equiv EX\neg \kappa \lor EX\varphi \equiv EX^\geq 1 \lor EX^\geq \varphi$
- $AX^\kappa \varphi := \neg EX^\kappa \neg \varphi$
- $AX^\kappa \varphi := \neg EX^\kappa \neg \varphi$

\(^2\text{see [113] for more details}\)
Hence, all the real-time next-operators can be defined by $\text{EX}^\kappa$, but we have to use more complicated definitions, and we must have complementary time constraints (this means that the set of time constraints must be closed under complement). The definition of $\text{AG}^\kappa \varphi$ (and $\text{EF}^\kappa \varphi$), on the other hand, is straightforwardly given by the following equations:

$$
\begin{align*}
\text{AG}^\kappa \varphi & \equiv \text{AG}(\kappa \to \varphi) \equiv \neg \text{EF}(\kappa \land \neg \varphi) \equiv \neg \text{EF}^\kappa \neg \varphi \\
\text{EF}^\kappa \varphi & \equiv \text{EF}(\kappa \land \varphi) \equiv \text{E}[1 \cup (\kappa \land \varphi)] \equiv \text{E}[1 \cup \kappa \varphi]
\end{align*}
$$

Finally, consider $\text{A}[\varphi \cup^k \psi]$. The equation that is the basis for the definition used in CTL is the LTL theorem $[\varphi \cup \psi] = \neg [(\neg \psi) \cup (\varphi \lor \psi)] \land \neg \text{G} \neg \psi$, which may be rewritten to the more readable form $[\varphi \cup \psi] = [\psi \Box \neg (\varphi \lor \psi)] \land \text{F} \psi$, and once more to $[\varphi \cup \psi] = [\psi \Box \neg (\varphi \lor \psi)]$. Consider now what happens, when we want to use the same transformations for real-time operators, too. To see this, consider the following transformations of the right hand side:

$$
\begin{align*}
\neg \text{E}[(\neg \psi) \cup^k (\varphi \lor \psi)] \land \neg \text{EG}^k \neg \psi \\
\equiv \neg \text{E}[(\neg \psi) \cup (\kappa \land \neg (\varphi \lor \psi)] \land \neg \text{EG}(\kappa \to \neg \psi) \\
\equiv \text{A}[\psi \Box (\kappa \land \neg (\varphi \lor \psi)] \land \text{AF}(\kappa \land \psi) \\
\equiv \text{A}[\psi \Box (\kappa \land \neg \varphi \land \neg \psi)] \land \text{AF}^\kappa \psi \\
\equiv \text{A}[(\kappa \to \varphi) \cup \psi] \land \text{AF}^\kappa \psi
\end{align*}
$$

It is not difficult to see that this is not equivalent to $\text{A}[\varphi \cup^k \psi]$, i.e. the equation

$$
\text{A}[\varphi \cup^k \psi] \equiv \neg \text{E}[(\neg \psi) \cup^k (\varphi \lor \psi)] \land \neg \text{EG}^k \neg \psi  \quad (1)
$$

does not hold.

Figure 3.4: Invalidity of the equation (1)

To see this in an example, consider the structure given in Figure 3.4. We have $(K, s_0) \not\models A[\varphi \cup^3 \psi]$, since $\varphi$ does not hold up to the state where a time $\geq 3$ is consumed, i.e. in state $s_0$. On the other hand, we have $(K, s_0) \models \text{AF}^3 \psi$, and also $(K, s_0) \models c.A[(c \geq 3 \to \varphi) \cup \psi]$.

In the next definition, we systematically define a complete set of real-time temporal operators.

To this end, we consider – if necessary – the different types of time constraints (i.e. $<, \leq, =, \leq, >$) individually. Then, further JCTL operators can be expressed as abbreviations:
Definition 13 (Further JCTL Temporal Operators) Let $k$ be any time constraint, i.e., $[a, b]$, $\sim k$ with $\sim \in \{<, \leq, =, \leq, >\}$, or the empty constraint. Let $a, b \in \mathbb{N}$ and $p$ be an arbitrary variable. Then, we define further temporal operators in JCTL as follows:

- **Boolean Operators:**
  - $1 := p \lor \neg p$
  - $p := p \land \neg p$
  - $\phi \lor \psi := \neg (\neg \phi \land \neg \psi)$
  - $\phi \to \psi := \neg \phi \lor \psi$

- **EX Operators:**
  - $EX_\phi := EX^{\geq 1}_\phi$
  - $EX_\phi := EX^{[a]}_\phi$
  - $EX_\phi := EX^{[a]}_\phi$
  - $EX_\phi := EX^{[a+1]}_\phi$
  - $EX_\phi := EX^{[a+1]}_\phi$
  - $EX_\phi := EX^{[a+1]}_\phi$
  - $EX_\phi := EX^{[a]}_\phi \lor EX^{\geq a}_\phi$

- **E[:: U ::] Operators:**
  - $E[\phi U \psi] := E[\phi U^{\geq 0} \psi]$
  - $E[\phi U^{\leq a} \psi] := E[\phi U^{[0,a]} \psi]$
  - $E[\phi U^{= a} \psi] := E[\phi U^{[0,a]} \psi]$
  - $E[\phi U^{> a} \psi] := E[\phi U^{[a+1}] \psi]$
  - $E[\phi U^{\geq a} \psi] := E[\phi U^{[a]} \psi]$

- **EG Operators:**
  - $EG_\phi := EG^{\geq 0}_\phi$
  - $EG^{\leq a}_\phi := EG^{[0,a]}_\phi$
  - $EG^{< a}_\phi := EG^{[0,a-1]}_\phi$
  - $EG^{\geq a}_\phi := EG^{[a]}_\phi$
  - $EG^{> a}_\phi := EG^{[a+1]}_\phi$
  - $EG^{= a}_\phi := EG^{[a]}_\phi$

The following equations can be used to define further real-time temporal operators:

- **X Operators:**
  - $EX^X\phi \equiv EX^{\geq 1} \lor EX^{= 1}\phi$
  - $AX^X\phi \equiv \neg EX^X\neg \phi$
  - $AX^X\phi \equiv \neg EX^X\neg \phi$

- **F and G Operators:**
  - $EF^X\phi \equiv E[1 U^X \phi]$
As can be seen, the $\text{EG}^{[a,b]}$ operator states that some property holds for all states that can be reached within $[a, b]$, while $\text{E}[\varphi \land \text{U}^{[a,b]} \psi]$ states a property for some point of time in that interval. $\text{EF}^\kappa \varphi$ holds in state $s$ iff a state can be reached where $\varphi$ holds and that state can be reached within a time that satisfies the time constraint $\kappa$. 

$\text{AF}^\kappa \varphi \equiv \neg \text{EG}^\kappa \neg \varphi$

$\text{AG}^\kappa \varphi \equiv \neg \text{E}[\text{U}^\kappa \neg \varphi]$

- **strong-until (U) operators:**
  - $A[\varphi \land \text{U}^{[a,b]} \psi] \equiv A[\varphi \land \text{U}^{a} \psi] \land \neg \text{EG}^{[a,b]} \neg \psi$
  - $A[\varphi \land \text{U}^{a+1} \psi] \equiv \text{AG}^{a} (\varphi \land \text{AXA} \varphi \land \text{U} \psi)$$
  - $A[\varphi \land \text{U} \psi] \equiv \neg \text{E}[\neg \psi \land \neg (\varphi \lor \psi)] \land \neg \text{EG} \neg \psi$

- **weak-until (U) operators:**
  - $E[\varphi \land \text{U} \psi] \equiv E[\varphi \land \text{U}^{\kappa} \psi] \lor \text{EG} \varphi$
  - $A[\varphi \land \text{U}^{a+1} \psi] \equiv \text{AG}^{a} (\varphi \land \text{AXA} \varphi \land \text{U} \psi)$$
  - $A[\varphi \land \text{U}^b \psi] \equiv A[\varphi \land \text{U}^b (\psi \lor \text{AG} \varphi)]$$
  - $A[\varphi \land \text{U} \psi] \equiv \neg \text{E}[\neg \psi \land \neg (\varphi \lor \psi)]$

- **before (B, B) operators:**
  - $E[\varphi \land \text{B} \psi] \equiv \neg \text{A}[\neg \varphi \land \text{U} \psi]$
  - $E[\varphi \land \text{B} \psi] \equiv \neg \text{A}[\neg \varphi \land \text{U} \psi]$
  - $A[\varphi \land \text{B} \psi] \equiv \neg \text{E}[\neg \varphi \land \text{U} \psi]$
  - $A[\varphi \land \text{B} \psi] \equiv \neg \text{E}[\neg \varphi \land \text{U} \psi]$

- **left-constrained operators:**
  - $E[\varphi \land \text{U} \psi] \equiv E[\varphi \land \text{U} \psi] \lor \text{EG} \varphi$
  - $E[\varphi \land \text{U} \psi] \equiv \neg \text{A}[\neg \psi \land \text{U} \psi \land \neg \varphi \land \neg \psi]$
  - $A[\varphi \land \text{U} \psi] \equiv \neg \text{E}[\neg \psi \land \text{U} \psi \land \neg \varphi \land \neg \psi]$
  - $A[\varphi \land \text{U} \psi] \equiv \neg \text{E}[\neg \psi \land \text{U} \psi \land \neg \varphi \land \neg \psi] \land \neg \text{EG} \neg \psi$
  - $E[\varphi \land \text{B} \psi] \equiv \neg \text{A}[\neg \psi \land \text{B} \psi]$
  - $E[\varphi \land \text{B} \psi] \equiv \neg \text{A}[\neg \psi \land \text{B} \psi]$
  - $A[\varphi \land \text{B} \psi] \equiv \neg \text{E}[\neg \psi \land \text{B} \psi]$
  - $A[\varphi \land \text{B} \psi] \equiv \neg \text{E}[\neg \psi \land \text{B} \psi]$

As can be seen, the $\text{EG}^{[a,b]}$ operator states that some property holds for all states that can be reached within $[a, b]$, while $\text{E}[\varphi \land \text{U}^{[a,b]} \psi]$ states a property for some point of time in that interval. $\text{EF}^\kappa \varphi$ holds in state $s$ iff a state can be reached where $\varphi$ holds and that state can be reached within a time that satisfies the time constraint $\kappa$.
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\[ E[\varphi B^k \psi] \] means that there must be a path \( \pi \) and numbers \( i, j \in \mathbb{N} \) with \( j < i \) such that \( \varphi \) and \( \psi \) hold on \( \pi^{(j)} \) and \( \pi^{(i)} \), respectively, and the time required to reach \( \pi^{(j)} \) satisfies the time constraint \( k \) (hence, \( \varphi \) must hold before \( \psi \)).

JCTL has also weak variants \( E[\cdot U \cdot] \) and \( E[\cdot B \cdot] \) of \( E[\cdot U \cdot] \) and \( E[\cdot B \cdot] \), respectively: \( E[\varphi U^k \psi] \) means that there must be a path \( \pi \) such that for all \( i \in \mathbb{N} \) the following must hold: whenever a state \( \pi^{(i)} \) satisfying \( \psi \) can be reached in time \( t \) that satisfies \( \kappa \), then \( \varphi \) must hold for all states \( \pi^{(0)}, \ldots, \pi^{(i-1)} \). \( E[\cdot B \cdot] \) is defined in a similar way.

Finally, the versions with the universal (A) path quantifier are defined such that the corresponding path property must hold for all paths leaving the state.

As next example, consider now \( [\varphi \, & B \, \psi] \). We first prove the validity of the formula on a single path (without path quantifiers), abstracting of the time constraint to an ordinary signal. The equation that is the basis for the definition used in CTL is the LTL theorem \( [\varphi B \psi] \equiv \neg [(\neg \varphi) U \psi] \). We have

\[
[\varphi \, & B \, \psi] \equiv \\
[(\kappa \land \varphi) \, & B \, \psi] \equiv \neg [(-\kappa \land \varphi)] U \psi \equiv \neg [(-\kappa \lor (\neg \varphi))] U \psi \equiv \neg [(\kappa \rightarrow (\neg \varphi))] U \psi
\]

Adding now path quantifiers to both sides of the equation, is a straightforward task:

- \( E[\varphi \, & B \, \psi] \equiv \neg A[(-\varphi) & U \psi] \)
- \( A[\varphi \, & B \, \psi] \equiv \neg E[(-\varphi) & U \psi] \)

Adding path quantifiers is however not easily possible when the right hand side of an equation contains nested time-constrained temporal operators, like \( AG^{\leq a} (\varphi \land AXA[\varphi U \psi]) \), since the innermost one must then be reset whenever the operator is evaluated. Nevertheless, path quantifiers can be shifted over temporal operators as done for \( LeftCTL^* \) in [110]. To consider the mentioned example, for \( \Phi \in JCTL \), the law \( AG^{\leq b} \Phi = AG^{\leq b} A \Phi \) holds, which is proved as follows:

\[
(\mathcal{K}, s) \models AG^{\leq b} \Phi \iff \forall \pi \in \text{Paths}_{\mathcal{K}}(s). (\mathcal{K}, \pi^{(0)}) \models G^{\leq b} \Phi \\
\iff \forall \pi \in \text{Paths}_{\mathcal{K}}(s). \forall i \in \mathbb{N}. \sum_{k=0}^{i-1} \tau_{\pi}^{(k)} \leq b \rightarrow (\mathcal{K}, \pi^{(i)}) \models \Phi \\
\iff \forall \pi \in \text{Paths}_{\mathcal{K}}(s). \forall i \in \mathbb{N}. \sum_{k=0}^{i-1} \tau_{\pi}^{(k)} \leq b \rightarrow \forall \rho \in \text{Paths}_{\mathcal{K}}(\pi^{(i)}). (\mathcal{K}, \rho^{(0)}) \models \Phi \\
\iff \forall \pi \in \text{Paths}_{\mathcal{K}}(s). \forall i \in \mathbb{N}. \sum_{k=0}^{i-1} \tau_{\pi}^{(k)} \leq b \rightarrow (\mathcal{K}, \pi^{(i)}) \models A \Phi \\
\iff \forall \pi \in \text{Paths}_{\mathcal{K}}(s). (\mathcal{K}, \pi^{(0)}) \models G^{\leq b} A \Phi \\
\iff (\mathcal{K}, s) \models AG^{\leq b} A \Phi
\]

Finally, consider \( A[\varphi U^{\leq b} \psi] \). Let the time constraint be \( c \leq b \). Then the following transformations that are clearly valid:
The only critical equivalence is the one that is marked with $(*),$ so we consider this one in more detail. The direction $\leftarrow$ is trivial, so it only remains to prove the $\Rightarrow$ direction. For this reason, we have to prove that for any arbitrary path $\pi \in \text{Paths}_K(s)$ the propositions (1) and (2) together imply (3):

1. $\forall \varphi \in \text{Paths}_K(s). (K, \pi^{(0)}) \models [\varphi \ U^{\leq b} \psi]$ or $(K, \pi^{(0)}) \models G\varphi$
2. $(K, \pi^{(0)}) \models \neg [\varphi \ U^{< b} \psi]$
3. $(K, \pi^{(0)}) \models [\varphi \ U^{\leq b} A \varphi]$

Instantiating $\varphi := \pi$ in (1) allows to derive with (2) by modus ponens that also

4. $(K, \pi^{(0)}) \models G\varphi$

must hold for our path $\pi \in \text{Paths}_K(s).$ Therefore, we conclude from (4) and (2) that

5. $(K, \pi^{(0)}) \models G^{\leq b} \neg \psi$

must hold for $\pi.$ Let now $t_b$ be the greatest position of $\pi$ where the time required to reach $\pi^{(t_b)}$ is $\leq b.$ We now prove

6. $(K, \pi^{(t_b)}) \models A \varphi.$

To this end, let furthermore be $\xi \in \text{Paths}_K(s)$ such that $\forall t \leq t_b, \xi^{(t)} = \xi^{(t)}$ holds, i.e. $\xi$ shares the prefix $\xi^{(0)}, \ldots, \xi^{(t_b)}.$ For this reason, it also follows that

7. $(K, \xi^{(0)}) \models \neg [\varphi \ U^{\leq b} \psi]$

holds due to (2). But now, (3) follows: clearly, for $b > 0$ there is a position on $\pi$ where the time required to reach this position is $\leq b$ (the equation is trivial for $b = 0$), we select the greatest such position, which is $t_b.$ Now, (3) follows simply from (4) and (6).
3.2.3 Reducing Basic JCTL Operators

As already mentioned in section 3.2, the basic operators $\text{EG}^{[0,\alpha]}$ and $\text{EG}^{\geq \alpha}$ are used as reference, in order to simplify formulae notions, since they can be also defined as abbreviations. For the $\text{EG}^{\geq \alpha}$ operator we have:

$$\text{EG}^{\geq \alpha+1} \varphi = \neg \text{AF}^{\geq \alpha+1} \neg \varphi$$
$$= \neg \text{A} [1 \bigcup^{\geq \alpha+1} \neg \varphi]$$
$$= \neg \text{AG}^{\leq \alpha} (1 \land \text{AXA} [1 \bigcup \neg \varphi])$$
$$= \neg \text{AG}^{\geq \alpha} \text{AXAF} \neg \varphi$$
$$= \text{EF}^{\leq \alpha} \text{EXEG} \varphi$$

Furthermore, the following lemma holds, which shows that also the $\text{EG}^{[0,\alpha]} (= \text{EG}^{\leq b})$ is a somehow hybrid operator that makes both a universal and an existential statement (compare $G_2$ and $G_3$ in the following lemma). This is due to the fact, that the equation $\text{EG}^{\leq b} \varphi = \text{E}[\varphi \bigcup^{b} 1]$ is valid:

**Lemma 1 (Semantics of $\text{EG}^{\leq b} \varphi$)** Given a JCTL formula $\varphi$ and a number $b \in \mathbb{N}$. Then, the following properties are equivalent for any TKS $\mathcal{K} = (I, S, R, L)$:

\[(G_1) \ (\mathcal{K}, s) \models \text{EG}^{\leq b} \varphi\]

\[(G_2) \text{ there is a path } \pi \in \text{Paths}_\mathcal{K}(s) \text{ starting in state } s, \text{ such that for all numbers } i \in \mathbb{N}, \text{ we have}
\]

\[
\left( \sum_{j=0}^{i-1} \tau^{(j)}_\pi \leq b \right) \rightarrow ((\mathcal{K}, \pi^{(i)}) \models \varphi)
\]

\[(G_3) \text{ there is a path } \pi \in \text{Paths}_\mathcal{K}(s) \text{ starting in state } s \text{ and a number } i \in \mathbb{N} \text{ such that}
\]

\[
\left( \sum_{j=0}^{i-1} \tau^{(j)}_\pi \leq b < \sum_{j=0}^{i} \tau^{(j)}_\pi \right) \land (\forall j \leq i. \ (\mathcal{K}, \pi^{(j)}) \models \varphi)
\]

\[(G_4) \text{ there is a path } \pi \in \text{Paths}_\mathcal{K}(s) \text{ starting in state } s \text{ and a number } i \in \mathbb{N} \text{ such that}
\]

\[
\left( \sum_{j=0}^{i-1} \tau^{(j)}_\pi > b \right) \land (\forall j < i. \ (\mathcal{K}, \pi^{(j)}) \models \varphi)
\]

\[(G_5) \ (\mathcal{K}, s) \models \text{E}[\varphi \bigcup^{b} 1]\]

The proof of the above lemma is not very difficult. We just make use of the well-ordering of natural numbers, i.e., if there is a number with some property, then there is also a least number with the same property.
It follows that the $\text{EG}^{[0,\alpha]}$ and $\text{EG}^{\geq\alpha}$ operators can be expressed as abbreviations of the qualitative-only CTL operators $\text{EX}$ and $\text{EG}$ and the JCTL operator $\text{E}[\cdot U^\alpha \cdot]$:

- $\text{EG}^{\leq\beta}\varphi \equiv \text{E}[\varphi U^{\geq\beta} 1]$
- $\text{EG}^{\geq\alpha+1}\varphi \equiv \text{EF}^{\leq\alpha} \text{EXEG}\varphi$
- $\text{EG}^{\geq0}\varphi \equiv \text{EG}\varphi$

To summarize, we see that also basic JCTL operators can be expressed as abbreviations. Nevertheless, in order to simplify formulae notions, but also to be able to directly compare JCTL with other existing real-time logics (cf. section 4) it is sensible to use the notion and the semantics of the JCTL operators as given in definitions 9 and 11.
Chapter 4

Problems of Previous Approaches

(Ὅ) τοῦ δοξῆν μιαν τῆς δ’ ἀληθείας μέλει. ¹
ΑΣΤΥΔΑΜΑΣ (4ος αἰών π.X.)
(Ἀλκμέων, ἄποσπ. 1, Nauck)

In this section we discuss the mentioned deficiencies (cf. section 1.1.4) of existing related approaches in more detail. In particular, we consider problems that occur when timed systems are expanded to ‘corresponding’ unit delay systems. In general, we show that these expansions yield in misleading and even wrong results. Authors of previous approaches have defined their logics so that these results match with their semantics. As outlined in section 1.1.4, we will however see in more detail, that all of these approaches to fix these problems yield in further problems. Moreover, we will show in section 4.3 that their results are in contrast to the results of other established approaches, like timed automata.

4.1 Time-Models of Previous Approaches

In order to precisely point out the deficiencies of the previously mentioned approaches we must first consider their time-models together with the notions of the expansion of a timed Kripke structure and the track of a state.

All previous approaches that use Kripke-structure-based formalisms are defined according to a Stuttering Interpretation $I_S$ of timed transition systems:

**Stuttering Interpretation $I_S$:** A transition from state $s_1$ to state $s_2$ with label $k > 1$ is seen as abbreviation for a stuttering sequence $s_1 \rightarrow_{1} s_{1,1} \rightarrow_{1} \ldots \rightarrow_{1} s_{1,k-1} \rightarrow_{1} s_2$ where $s_1$ is repeated, according to the time consumption, so all the states $s_{1,i}$ have the same variable assignment as state $s_1$.

¹I don’t care about different opinions, only about the truth.
ASTYDAMAS (4th cent. BC)
As example, consider Figure 4.1, which shows a timed transition according to stuttering interpretation $I_S$. At the point of time $t = 1$ we are in state $s_0$ where the formula $\varphi$ is valid. The transition from $s_0$ to $s_1$ requires 4 time units. The formula $\varphi$ is valid at the points of time $t = 2, t = 3, t = 4$, between the states $s_0$ and $s_1$. At the point of time $t = 5$, state $s_1$ is reached, where the formula $\psi$ is valid.

As can be seen in Figure 4.2 the stuttering interpretation $I_S$ represents transitions in timed systems as abbreviations for stuttering sequences of single untimed transitions. Hence, it cannot handle atomic timed transitions. In this work, to distinguish between timed Kripke structures that are based on $I_T$ and other timed transition systems that are based on $I_S$, we call the latter ones stuttering Kripke structures (SKSs).

Stuttering Kripke structures (SKSs) can be expanded into unit-delay structures by means of certain expansion techniques that work according to different expansion semantics. A possible expansion is defined in Figure 4.3.
Definition 14 (Expansion of SKSs) Given a SKS $\mathcal{K} = (I, S, \mathcal{R}, \mathcal{L})$, we compute $(I_e, S_e, \mathcal{R}_e) = \text{expand}(I, S, \mathcal{R})$ with the function expand as defined in Figure 4.3. Moreover, we define for any $(s, u) \in S$ the label function $\mathcal{L}_e((s, u)) := \mathcal{L}(s)$. The expansion of $\mathcal{K}$ is then the unit delay structure $\mathcal{K}_e := (I_e, S_e, \mathcal{R}_e, \mathcal{L}_e)$.

As can be seen, the expansion relies on interpretation $I_S$, since we defined $\mathcal{L}_e((s, u)) := \mathcal{L}(s)$, i.e., the states of $\mathcal{K}_e$ have the same variable assignments as the corresponding states of $\mathcal{K}$. For conciseness, we use the following definition:

Definition 15 (Tracks of a State) Given a SKS $\mathcal{K} = (I, S, \mathcal{R}, \mathcal{L})$, its expanded structure $\mathcal{K}_e := (I_e, S_e, \mathcal{R}_e, \mathcal{L}_e)$, and a state $s \in S$. Then, we define $\text{Tracks}_\mathcal{K}(s) = \{(s', u) \in S_e \mid s = s'\}$. A track in an expanded structure is a tuple $(s, k)$, where $s \in S, k \in \mathbb{N}$. Furthermore, we call the tuple $(s, 1)$ with $s \in S$, a main track in an expanded structure.

Generally, SKSs are abbreviations of UDSs, where sets of states are merged into timed transitions. This is one of the main reasons for the problems described in the next sections: merging sets of states into timed transitions clearly leads into loss of the internal node-connections on the merged paths.

For many purposes like model-checking, composition, etc., a SKS must be expanded into a UDS. We emphasize however, that expansions of SKSs can be performed in many different ways that are not equivalent to each other (cf. Figure 4.7). We will discuss this issue in more detail in section 4.2.2. In contrast to this, as explained in 3.1, UDSs are special cases of TKS that are obtained by restricting TKSs so that $(s, t, s') \in \mathcal{R}$ implies $t = 1$.

Figure 4.3: Expansion of a Timed Transition System
4.2 Description of the Problems

4.2.1 Overlapping Time Constraints

In [57], it has been observed that timed transitions may be differently interpreted as already explained. However, [57] did neither decide to use \( I_J \) nor to use \( I_S \), and instead mixed both interpretations in that different temporal operators interpret transitions differently, i.e., according to either \( I_J \) or \( I_S \). For example, [57] defines a temporal operator \( \overline{EF}^k \varphi \) as follows:\footnote{In [57], the notation \( EXW[k] \varphi \) (weak next) has been chosen, but in analogy to the JCTL \( EF \) operator, we prefer the notation above.}

\[
(K, s) \models \overline{EF}^k \varphi \text{ iff there is a path } \pi \in \text{Paths}_K(s) \text{ with associated duration function } \tau_{\pi} \text{ and a } i \in \mathbb{N}, \text{ so that } ((K, \pi^{(i)}) \models \varphi) \land \sum_{j=0}^{i} \tau_{\pi}^{(j)} > k \text{ holds.}
\]

Intuitively, \( \overline{EF}^k \varphi \) amounts to say that there is a path where \( \varphi \) holds after the time \( k \) has been consumed. However, this is not the case, which can be shown by the following example.

\[
\begin{array}{c}
\text{Figure 4.4: Problematic Example for [57]} \\
\end{array}
\]

Consider the state \( s_0 \) of the structure given in Figure 4.4. For comparison, note that \( EF^{\geq 3} p \) means that there must be a path starting in state \( s_0 \) where we reach some state \( s \) in time \( > 3 \) where \( p \) holds. This is not the case for any of the states in Figure 4.4, and hence, we have \( [EF^{\geq 3} p]_K = \{\} \).

However, we have \( [\overline{EF}^3 p]_K = \{s_0, s_1\} ! \)

\[
\begin{array}{c}
\text{Figure 4.5: } EF^{\geq k} \varphi \text{ and } \overline{EF}^k \varphi \\
\end{array}
\]
The difference between $\overline{\text{EF}}^{k}$ and the JCTL $\overline{\text{EF}}^{>k}$ is best seen by the transition system in Figure 4.5 that contains a single path $\pi$, where $\varphi$ holds only on state $\pi^{(i)}$. Furthermore, assume that $\sum_{j=0}^{i-1} r^{(j)}_{\pi} \leq k < \sum_{j=0}^{i} r^{(j)}_{\pi}$ holds. Then, the formula $\overline{\text{EF}}^{k} \varphi$ will be satisfied on $\pi$, while $\overline{\text{EF}}^{>k} \varphi$ will not be satisfied. The reason is that [57] interpret $\overline{\text{EF}}^{k} \varphi$ with interpretation $I_{S}$ so that it will be satisfied by some of the intermediate states between $\pi^{(i)}$ and $\pi^{(i+1)}$, while JCTL operators do not consider any intermediate states at all.

We are not aware of any reasonable application, where additional time constraints of actions are to be considered that are not even taken. But even more severe, the coexistence of both interpretations of timed transitions makes it impossible to define operations on TKS like composition of structures or simulation preorders.

4.2.2 Branching Problems

Becoming aware of the misleading mixture of semantics used in [57], [109] decided to only use interpretation $I_{S}$. However, another problem with the approach in [109] is that different expansion techniques yield in different results.

To see this, consider the SKS given in Figure 4.6 and two different expansions of it that are given in Figure 4.7. In the expansion $K_{1}$ (upper structure), we have added to every timed transition intermediate states according to the time delay. This is in accordance with the technique of [27]. In the second expansion $K_{2}$ (lower structure), we have shared the intermediate states as long as possible which is the expansion technique of Figure 4.3 that is currently also preferred by [109].

The two structures $K_{1}$ and $K_{2}$ are not equivalent. To see this, consider the formula

$$\Phi := \text{AF}^{\leq 1} \text{EF}^{\leq 2} p.$$ 

In $K_{1}$, we obtain $[\Phi] = [[\text{EF}^{\leq 2} p]] = \{(s'_{1}, 2), (s'_{1}, 3), (s_{3}, 1)\}$.

In $K_{2}$, we however obtain $[\text{EF}^{\leq 2} p] = \{(s_{1}, 2), (s_{1}, 3), (s_{3}, 1)\}$, and therefore $[\Phi] = \{(s_{1}, 1), (s_{1}, 2), (s_{1}, 3), (s_{3}, 1)\}$. 
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Hence, the semantics of [109] and [27] depend on the chosen expansion. As a consequence, the approaches followed in [109] and [27] are also not equivalent to each other. Moreover, as the real-time temporal logics used in [109] and [27] both use SKSs as models, it is unsatisfactory to use something else but the SKS to define the semantics.

As the results of the expanded structure moreover seems to have nothing to do with the original problem, i.e., the results obtained for an expanded structure cannot be directly transferred back to the timed transition system, we may consider [109] in principle as an approach based on unit-delay Kripke structures.

Furthermore, it is erroneously argued in [109] that the semantics as given in [57] is not intuitive, since in general, we have $\text{EF}^{\leq 6}_p \neq \text{EF}^{\leq 3}_p \text{EF}^{\leq 3}_p$. However, both formulae express different things: $\text{EF}^{\leq 3}_p \text{EF}^{\leq 3}_p$ means that we can reach some state in at least 3 units of time where in further 3 units of time, a possibly different state is reached where $p$ holds. This is obviously not the same as $\text{EF}^{\leq 6}_p$, which means that we can reach a state where $p$ holds in at least 6 units of time. In general, we only have $\text{EF}^{\leq 3}_p \text{EF}^{\leq 3}_p \rightarrow \text{EF}^{\leq 6}_p$, but not vice versa.

### 4.2.3 Problems by Nesting Operators

One might think that we can simply expand SKSs to obtain corresponding unit-delay structures in order to use the traditional CTL model checking algorithms. However, we show by the following example, that this is not the case.
Consider first the timed transition system given in Figure 4.8 as a TKS and the formula
\[ \Phi_E := EG^{\leq 2}EF^{\leq 1}p \]
To evaluate this formula, according to JCTL semantics we successively obtain the following sets of states:
\[ \llbracket p \rrbracket = \{s_1, s_2\}, \llbracket EF^{\leq 1}p \rrbracket = \{s_0, s_1, s_2\}, \text{ and thus } \llbracket EG^{\leq 2}EF^{\leq 1}p \rrbracket = \{s_0\}. \]

Now, consider again the timed transition system given in Figure 4.8 as a SKS and the formula \( \Phi_E \). In order to evaluate \( \Phi_E \) on a SKS, we must consider the expanded structure as given in Figure 4.9. Please note, that the expanded structure of this system is identical for both expansion semantics used by [109] and [27].
Evaluating again the formula \( EG^{\leq 2}EF^{\leq 1}p \) using the real-time logics of [109] and [27] we obtain:
\[ \llbracket p \rrbracket = \{(s_1, 1), (s_2, 1)\} \text{ and } \llbracket EF^{\leq 1}p \rrbracket = \{(s_1, 1), (s_0, 1), (s_2, 1), (s_3, 1)\}. \]
A Comparison to Timed Automata

To evaluate $\left[\text{EG}^{\leq 2}\text{EF}^{\leq 1}p\right]$, we must now check which of the expansion states have a path so that we are in $\left[\text{EF}^{\leq 1}p\right]$ as long as the time consumption is $\leq 2$. It is not difficult to see that there is no such state, and hence, we now have $\left[\text{EG}^{\leq 2}\text{EF}^{\leq 1}p\right] = \{\}$. Hence, we see by the above example, that SKSs and their expanded UDSs are not bisimilar. The example moreover shows an intrinsic problem of approaches like [27, 109] that are based on $I_S$:

The evaluation of a formula $\varphi$ may yield a set of tracks $\mathcal{T}_\varphi$, where $(s, i) \in \mathcal{T}_\varphi$ holds for one track $(s, i)$, but $(s, j) \in \mathcal{T}_\varphi$ does not hold for another track $(s, j)$. As such ‘inconsistent’ sets of tracks may occur (although the tracks of atomic formulae are consistent) it follows that the approaches based on $I_S$ can not define in which states of the timed transition system of Figure 4.8 a formula like $\text{EF}^{\leq 1}p$ holds. This yields in problems when operators are nested, as demonstrated by the above example. Therefore, [109] performs all computations on the expanded structure 4.9 to compute the set of tracks $\mathcal{T}_\varphi$ where a formula $\varphi$ holds, and then checks whether $I \times \{1\} \subseteq \mathcal{T}_\varphi$ holds.

4.3 A Comparison to Timed Automata

The authors of [109, 27] have defined their logics so that their results match with their semantics. However, to obtain a solid picture about these approaches, one should test the ‘compatibility’ of their results against other, popular and established approaches. The best paradigm for such an approach is the formalism of timed automata and the real-time logic TCTL.

For this purpose, we have described the timed transition system shown in Figure 4.8 by means of timed automata and have used the tool Kronos [40] to verify the formula $\Phi_E := \text{EG}^{\leq 2}\text{EF}^{\leq 1}p$. The results are shown in Figure 4.10. Kronos clearly states that the formula $\Phi_E$ is true at the initial states init of the system, which is $s_0$.

These results agree with the results of our logic JCTL and are in contrast to the approaches of [27] and [109], as shown in section 4.2.3.
### Formal Model:

<table>
<thead>
<tr>
<th>State</th>
<th>Prop</th>
<th>Invar</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Q</td>
<td>TRUE</td>
<td>CLK = 1 =&gt;; CLK := 0; goto1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CLK = 3 =&gt;; CLK := 0; goto3</td>
</tr>
<tr>
<td>1</td>
<td>P</td>
<td>TRUE</td>
<td>CLK = 1 =&gt;; CLK := 0; goto2</td>
</tr>
<tr>
<td>2</td>
<td>DONTCARE1</td>
<td>TRUE</td>
<td>CLK = 1 =&gt;; CLK := 0; goto2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
<th>Prop</th>
<th>Invar</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>P</td>
<td>TRUE</td>
<td>CLK = 1 =&gt;; CLK := 0; goto4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
<th>Prop</th>
<th>Invar</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>DONTCARE2</td>
<td>TRUE</td>
<td>CLK = 1 =&gt;; CLK := 0; goto4</td>
</tr>
</tbody>
</table>

### Specification:

init \( \implies eb \{ \leq 2 \} \) (ed\{ \leq 1 \} P)

### Verification:

true

---

**Figure 4.10:** Counterexample Described by Timed Automata and Verified by Kronos
Chapter 5

Real-Time Symbolic Model Checking

"Αγεί δέ πρός φῶς τήν ἀλήθειαν χρόνος."

MENANDROS (342 - 291 π.Χ.)
(Γ'ν. μον. 11, Meinecke)

5.1 Real Time Model Checking on Timed Kripke Structures

In this section, we present model checking algorithms for the real-time temporal logic JCTL. The essential idea is to take advantage of successful CTL symbolic techniques by extending their operation for real-time constraints: the algorithms are applied to timed Kripke structures and are based on fixpoint calculations that operate with respect to time constraints.

Note also that we consider timed Kripke structures that do not contain finite paths. Moreover, it is advisable to perform a reachability analysis in advance, since this can be easily done on qualitative-only level and hence release the model checking algorithms from complex calculations on timed paths of unreachable states. The qualitative-only transition system (a UDS) is always given in advance – before the TKS construction (cf. sections 6.1 and 6.2), so there are no additional operations required in order to obtain it.

Given a transition relation $\mathcal{U}$ of a UDS $\mathcal{K}_\mathcal{U}$, the function $\text{Deadends}$ shown in Figure 5.1 eliminates all finite paths contained in $\mathcal{U}$ and returns a finite-path-free transition relation. This is done by iteratively computing all states in $\mathcal{K}_\mathcal{U}$ that have at least one successor state.

The function $\text{Reach}$ clearly computes the set of states that are reachable from the states $\mathcal{S}_\varphi$ by the transitions of $\mathcal{U}$.

The key idea to reason about the real-time constraints is to move fronts of tracks on a TKS, which is virtually expanded like a SKS. However, we emphasize that we do never expand the structure. Furthermore, we do not run into semantic problems since the result of any evaluation

---

1 Time brings truth into light.

MENANDROS (342 - 291 BC)
of a logical operator is a set of states instead of a set of tracks. Hence, all calculations are independent of the virtual expansion. This is achieved by abstraction of the set of tracks, so that the semantics of the evaluated temporal operator is respected. The algorithms are able to correctly translate the model checking results obtained after a fixpoint iteration on any virtually expanded structure to the abstract structure so that the interpretation $I_f$ is respected.

In general, there are two possibilities: On the one hand, a state $s$ belongs to the result if its main track $(s, 1)$ belongs to the track set, on the other hand it may be sufficient if anyone of its tracks $(s, t)$ belongs to the track set. The choice between the two possibilities depends on the semantics of the considered temporal operator. The underlying algorithms are given in Figures 5.3, 5.4, 5.5 and 5.6.

The main function for the evaluation of all real-time constraints is the function MoveFront. Given a set of tracks $\mathcal{T}_\psi$ and a set of states $\mathcal{S}_\varphi$, this function computes the set of tracks that have a path of a certain length through the tracks $\mathcal{S}_\varphi \times \mathbb{N}$. The precise specification is as follows:

```
function Deadends($\mathcal{U}$)
$\mathcal{U}_{inf} := \mathcal{U}$;
repeat
$\mathcal{U}_{next} := \mathcal{U}_{inf}$;
$\mathcal{S}_{next} := \{s \in \mathcal{S} \mid \exists s' \in \mathcal{S}. (s, s') \in \mathcal{U}_{next}\}$;
$\mathcal{U}_{inf} := \mathcal{U}_{inf} \cap (\mathcal{S} \times \mathcal{S}_{next})$;
until $\mathcal{U}_{inf} = \mathcal{U}_{next}$;
return $\mathcal{U}_{inf}$;
end function

function Reach($\mathcal{U}, \mathcal{S}_{\varphi}$)
$\mathcal{S}_{reach} := \mathcal{S}_{\varphi}$
repeat
$\mathcal{S}_{old} := \mathcal{S}_{reach}$;
$\mathcal{S}_{next} := \{s' \in \mathcal{S} \mid (s, s') \in \mathcal{U} \land s \in \mathcal{S}_{reach}\}$;
$\mathcal{S}_{reach} := \mathcal{S}_{reach} \cup \mathcal{S}_{next}$;
until $\mathcal{S}_{reach} = \mathcal{S}_{old}$;
return $\mathcal{S}_{reach}$;
end function
```

Figure 5.1: Algorithms for Finite Paths Elimination and Reachability Analysis
Lemma 2 (Correctness of MoveFront) Given a TKS $\mathcal{K} = (I, S, R, L)$, a set of states $S_\varphi$, and a set of tracks $T_\psi$, the function MoveFront as given in Figure 5.4 satisfies the following equations for $\sim \in \{\text{strong, weak}\}$ (cf. Figure 5.2):

$$(s_0, t) \in \text{MoveFront}(\sim, k, S_\varphi, T_\psi) \iff \left( \exists s_1, \ldots, s_{n-1} \in S_\varphi. \exists (s_n, d) \in T_\psi. \right.\left. t_0, \ldots, t_{n-1} \in \mathbb{N}. \right.$$

$$\left. \setminus_{i=0}^{n-1} (s_i, t_i, s_{i+1}) \in R \land \right.$$

$$k \geq \left( \sum_{i=0}^{n-1} t_i \right) + d - t \land$$

$$t \leq t_0 \right).$$

Hence, MoveFront$(\sim, k, S_\varphi, T_\psi)$ computes the set of tracks that have a path through any expanded structure of length $\ell$ with $\ell \geq k$ to a track in $T_\psi$ which runs only through tracks of $S_\varphi \times \mathbb{N}$.

Proof: The correctness easily follows by induction on $k$, when we observe that our algorithm and the right hand sides of the above equivalence both satisfy the following recursion equations (note that primitive recursive definitions are uniquely determined):

- MoveFront$(\sim, 0, S_\varphi, T_\psi) = T_\psi$
- MoveFront$(\text{strong, } k+1, S_\varphi, T_\psi) = (S_{\varphi} \times \mathbb{N}) \cap \text{preTracks}(\text{MoveFront}(\text{strong, } k, S_\varphi, T_\psi))$
- MoveFront$(\text{weak, } k+1, S_\varphi, T_\psi) = \begin{cases} \text{let } T_0 := \text{MoveFront}(\text{weak, } k, S_\varphi, T_\psi) \in T_0 \cup ((S_\varphi \times \mathbb{N}) \cap \text{preTracks}(T_0)) \end{cases}$

Using these equations, we can easily prove that $T_0 = \text{MoveFront}(\sim, i, S_\varphi, T_\psi)$ is an invariant of the loop in the algorithm given in Figure 5.4 for MoveFront. This directly implies the correctness of the above lemma.

Please note that in the algorithm given in Figure 5.4 to implement the function MoveFront, we use $(i \neq k) \land ((\Lambda \cap (T_0 \times \mathbb{N})) \neq \{\})$ and $(i \neq k) \land (T_0 \neq T_1)$ as conditions of the two loops instead of $(i \neq k)$ only (which would also be correct). The reason for this is that whenever $(\Lambda \cap (T_0 \times \mathbb{N})) \neq \{\}$ or $T_0 = T_1$ hold for an iteration $i < k$, then it follows that all fronts MoveFront$(\sim, i, S_\varphi, T_\psi), \ldots, \text{MoveFront}(\sim, k, S_\varphi, T_\psi)$ would be identical, so that we already have the result in this case.

Now consider the function States$\text{EU}^{[a,h]}$. We first compute the set of tracks $T_0$ that can reach a track of $S_\psi \times \{1\}$ in exactly $a$ steps (where only tracks of the states $S_\varphi$ are traversed). After
function preStates(S₀)
    S₁ := \{ s ∈ S | ∃s' ∈ S₀. ∃t ∈ N. (s, t, s') ∈ R \};
    return S₁;
end function

function preTracks(T)
    T₁ := \{ (s, t) | (s, t + 1) ∈ T \};
    T₂ := \{ (s, t) | ∃(s', 1) ∈ T. (s, t, s') ∈ R \};
    return T₁ ∪ T₂;
end function

Figure 5.3: Symbolic Algorithms for Traversing on a TKS K = (I, S, R, L)

during this, we move the tracks T₀ by further b − a unit delay steps through the tracks of the states Sₜ. By the above lemma, we then obtain

\[
(s', t') \in T₁ ⇔ \left( \begin{array}{l}
\exists s'_1, \ldots, s'_{m-1} \in Sₜ. \exists t'_0, \ldots, t'_{m-1} \in N. \\
\exists s_0, \ldots, s_{n-1} \in Sₜ. \exists t_0, \ldots, t_{n-1} \in N. \\
\exists s_n \in Sₜ. \exists t \in N. \\
\bigwedge_{i=0}^{m-1} (s'_i, t'_i, s'_{i+1}) \in R \land \\
(s'_m = s_0) \in R \land \\
\bigwedge_{i=0}^{n-1} (s_i, t_i, s_{i+1}) \in R \land \\
a = (\sum_{i=0}^{n-1} t_i) + 1 - t' \land \\
b \geq (\sum_{i=0}^{m-1} t'_i) + (\sum_{i=0}^{n-1} t_i) + 1 - t' \land \\
t \leq t_0 \land t' \leq t'_0
\end{array} \right)
\]

Note that \((\sum_{i=0}^{m-1} t'_i) + (\sum_{i=0}^{n-1} t_i) + 1 - t'\) is the number of unit delay steps that are required to reach track \((s_n, 1) \in S₀ \times \{1\}\) from track \((s'_0, t')\). By the above result, it follows that this time is in the interval \([a, b]\) (consider the case \(m = 0\), where the second MoveFront went along a single transition, and the case where \(m > 0\) holds). The final step is to translate this result (given for tracks) to sets of states. If \((s'_0, 1) \in T₁\) holds, then we clearly see that state \(s_0\) belongs to \([E[\varphi U^{[a, b]} \psi]]_{K}\). If, on the other hand, \((s'_0, t') \in T₁\) holds for some \(t' > 1\), but \((s'_0, 1)\) is not included in \(T₁\), then it follows by the above formula that the time to reach \((s_n, 1)\) from \((s'_0, 1)\) is larger than \(b\), so that \(s'_0 \not\in [E[\varphi U^{[a, b]} \psi]]_{K}\).

The correctness of the function to evaluate \(E[\varphi U^{\geq a} \psi]\) is proved in a similar way. The correctness of the function \(E[G^{[a,b]} \varphi]\) can be seen as follows:
function MoveFront(\(\sim, k, \mathcal{S}_p, T_0\))
\[
\begin{align*}
T_p & := \mathcal{S}_p \times \mathbb{N}; \\
T_0 & := T_0; \\
T_1 & := \{\}; \\
\Lambda & := \{\}; \\
i & := 0; \\
\text{if equal}(\sim, \text{strong}) \text{ then} \\
& \text{while } (i \neq k) \land ((\Lambda \cap (T_0 \times \mathbb{N})) \neq \{\}) \text{ do} \\
& \quad T_1 := T_0; \\
& \quad T_0 := T_p \cap \text{preTracks}(T_1); \\
& \quad \Lambda := \Lambda \cup (T_1, i + 1); \\
& \quad i := i + 1; \\
& \text{end;} \\
& \text{if } (i = k) \text{ then return } T_0; \\
& \text{else} \\
& \quad \lambda := \Lambda \cap (T_0 \times \mathbb{N}); \\
& \quad \{\text{cnt}_{\text{brake}}\} := \{j \in \mathbb{N} \mid (s, t, j) = \lambda\}; \\
& \quad \text{cnt}_{\text{out}} := ((k - i) \mod (i - \text{cnt}_{\text{brake}})) + \text{cnt}_{\text{brake}} - 1; \\
& \quad \lambda_{\text{out}} := \lambda \cap (\mathcal{S} \times \mathbb{N} \times \{\text{cnt}_{\text{out}}\}); \\
& \quad \{T_{\text{out}}\} := \{T \mid (T, j) = \lambda_{\text{out}}\}; \\
& \text{return } T_{\text{out}}; \\
& \text{else } // \text{if equal}(\sim, \text{weak}) \\
& \quad \text{while } (i \neq k) \land (T_0 \neq T_1) \text{ do} \\
& \quad \quad T_1 := T_0; \\
& \quad \quad T_0 := T_p \cap \text{preTracks}(T_1); \\
& \quad \quad T_0 := T_1 \cup T_0; \\
& \quad \quad i := i + 1; \\
& \quad \text{end;} \\
& \text{return } T_0; \\
& \text{end function}
\end{align*}
\]

Figure 5.4: Symbolic Algorithms for Track-Exploration on a TKS \(\mathcal{K} = (\mathcal{I}, \mathcal{S}, \mathcal{R}, \mathcal{L})\)
function StatesEU[^a,b[^](S_p, S_\Psi)  
  \mathcal{T}_0 := \text{MoveFront}(strong, a, S_p, S_\Psi \times \{1\});  
  \mathcal{T}_1 := \text{MoveFront}(weak, b - a, S_p, \mathcal{T}_0);  
  \text{return } \{ s \in S \mid (s, 1) \in \mathcal{T}_1 \};  
\end{function}

function StatesEU[^a,b][>](S_p, S_\Psi)  
  \mathcal{T}_0 := \text{MoveFront}(strong, a, S_p, S_\Psi \times \{1\});  
  S_0 := \{ s \in S \mid \exists t \in \mathbb{N}. (s, t) \in \mathcal{T}_0 \};  
  \text{repeat}  
  \quad S_0 := S_0 \cup (S_p \cap \text{preStates}(S_1));  
  \text{until } (S_0 = S_1);  
  \text{return } S_0;  
\end{function}

function StatesEG[^a,b][\exists](S_p)  
  \mathcal{R}_{\text{run}} := \mathcal{R};  
  \mathcal{R}_{\overline{x_p}} := \{(s, t, s') \mid s \in S \land t \in \mathbb{N} \land s' \notin S_p\};  
  i := 0;  
  \text{while } (i < b) \land (\mathcal{R}_{\text{run}} \neq \emptyset) \text{ do}  
  \quad t_{\text{min}} := \min \{ t \in \mathbb{N} \mid (s, t, s') \in \mathcal{R}_{\text{run}} \};  
  \quad \mathcal{R}_{\text{min}} := \{ (s, t, s') \in \mathcal{R}_{\text{run}} \mid t = t_{\text{min}} \};  
  \quad j := i + t_{\text{min}};  
  \quad \text{if } (b - i) < t_{\text{min}} \text{ then}  
  \quad \quad \text{return } \{ s \mid \exists s' \in S. \exists t \in \mathbb{N}. (s, t, s') \in \mathcal{R}_{\text{run}} \};  
  \quad \text{else}  
  \quad \quad \mathcal{R}_{\text{gt}} := \{ (s, t, s') \mid (s, t + t_{\text{min}}, s') \in \mathcal{R}_{\text{run}} \setminus \mathcal{R}_{\text{min}} \};  
  \quad \quad \text{if } (j \geq a) \land (j \leq b) \text{ then } \mathcal{R}_{\text{min}} := \mathcal{R}_{\text{min}} \setminus \mathcal{R}_{\overline{x_p}} \text{ endif};  
  \quad S_{\text{suc}} := \{ s' \mid \exists s \in S. \exists t \in \mathbb{N}. (s, t, s') \in \mathcal{R}_{\text{min}} \};  
  \quad \mathcal{R}_{\text{suc}} := \mathcal{R} \cap \{ (s, t, s') \mid s \in S_{\text{suc}} \land t \in \mathbb{N} \land s' \in S \};  
  \quad \mathcal{R}_{\text{new}} := \{ (s, t, s') \mid s_1 \in S. \exists t' \in \mathbb{N}. (s, t, s_1) \in \mathcal{R}_{\text{min}} \land (s_1, t, s') \in \mathcal{R}_{\text{suc}} \};  
  \quad \mathcal{R}_{\text{run}} := \mathcal{R}_{\text{gt}} \cup \mathcal{R}_{\text{new}};  
  \quad i := i + t_{\text{min}};  
  \quad \text{end}  
\end{function}

Figure 5.5: Symbolic Algorithms for the Basic JCTL Operators
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function States(\Phi)
  case \Phi of
    is_var(\Phi) : return \{ s \in S \mid \Phi \in L(s) \};
    \neg \varphi : S_\varphi := States(\varphi);
      return S \setminus S_\varphi;
    \varphi \land \psi : S_\varphi := States(\varphi); S_\psi := States(\psi);
      return S_\varphi \cap S_\psi;
    EX^{a+1}[\varphi] : S_\varphi := States(\varphi);
      S_0 := \{ s \in S \mid \exists s' \in S_\varphi. \exists t \in [a+1, b]. (s, t, s') \in R \};
      return S_0;
    EX^{2a+1}[\varphi] : S_\varphi := States(\varphi);
      S_0 := \{ s \in S \mid \exists s' \in S_\varphi. \exists t \geq a+1. (s, t, s') \in R \};
      return S_0;
    E[\varphi U^{b}[\psi]] S_\varphi := States(\varphi); S_\psi := States(\psi);
      return StatesEU^{b}[\varphi](S_\varphi, S_\psi);
    E[\varphi U^{\infty}[\psi]] S_\varphi := States(\varphi); S_\psi := States(\psi);
      return StatesEU^{\infty}(S_\varphi, S_\psi);
    EG^{a}[\varphi] : S_\varphi := States(\varphi);
      return StatesEG^{a}[\varphi](S_\varphi);
  end function

Figure 5.6: Model Checking of JCTL Formulae on a TKS \mathcal{K} = (I, S, R, L)

The algorithm starts considering all transitions \mathcal{R} of the system and traverses forward through
the state space determining the successor transitions \mathcal{R}_{\text{succ}} of \mathcal{R} and collecting them in \mathcal{R}_{\text{run}}.
In each loop iteration and if the time is within the interval \([a, b]\), all transitions \mathcal{R}_{\varphi} that lead
to some states \( \not\in S_\varphi \) are being removed from \mathcal{R}_{\text{run}} and their successors are not being collected
further. This guarantees the integrity of \( \varphi \) in \([a, b]\). When the time is outside the interval \([a, b]\),
al all transitions are collected without restrictions, since the validity of their states is then trivially
given (cf. definition 11). The algorithm terminates either when the time has reached the value \( b \), or when the set of valid states has been emptied.

Hence, we obtain the following correctness result:

**Theorem 1 (Correctness of Function States)** For any TKS \( \mathcal{K} = (I, S, R, L) \) and any JCTL
formula \( \varphi \), the function States given in Figure 5.6 satisfies the equation States(\varphi) = \llbracket \varphi \rrbracket_\mathcal{K}$. 
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5.2 Complexity of JCTL

In this section, we analyze the complexity of the presented model checking algorithm for JCTL. For this reason, we first note that there is a model checking procedure for CTL, e.g. the one given in [33], that runs in time $O(|\varphi| (|R| + |S|))$. This procedure is able to evaluate any CTL operator in time $O(|\varphi| (|R| + |S|))$.

It is easily seen that if we virtually expand a TKS to a UDS, the number of states and transition is multiplied with the maximum delay time $\hat{\tau}_K$ that appears in $K$. However, the runtime of the JCTL model checking procedure is not in $O(\hat{\tau}_K |\varphi| (|R| + |S|))$, since the number of iterations does also depend on the time constraints of the temporal operators that may enforce more than $\hat{\tau}_K |S|$ iterations. The crucial part of our complexity analysis is the complexity of the **MoveFront** function. To this end, we note that the following holds:

**Lemma 3 (Complexity of MoveFront (I))** Given a TKS $K = (I, S, R, L)$, a set of states $S_\varphi$, and a set of tracks $T_\psi$. Let moreover be $K_e = (I_e, S_e, R_e, L_e)$ the virtually expanded structure of $K$ according to definition 14 (cf. section 4.1), and $\varphi$ and $\psi$ formulae so that the equations $S_\varphi \times \mathbb{N} \cap S_e = [\varphi]_{K_e}$ and $T_\psi = [\psi]_{K_e}$ hold. Then, we have

$$\text{MoveFront}(\sim, k, S_\varphi, T_\psi) = [\Phi(\sim, k, \varphi, \psi)]_{K_e},$$

where the formula $\Phi(\sim, k, \varphi, \psi)$ is recursively defined as follows:

- $\Phi(\sim, 0, \varphi, \psi) = \psi$
- $\Phi(\text{strong}, k + 1, \varphi, \psi) = \varphi \land \text{EX} \Phi(\text{strong}, k, \varphi, \psi)$
- $\Phi(\text{weak}, k + 1, \varphi, \psi) = \begin{cases} \text{let } y = \Phi(\text{weak}, k, \varphi, \psi) \\ \text{in } y \lor (\varphi \land \text{EX} y) \end{cases}$

Moreover, if common subformulae are shared, it is easily seen that $|\Phi(\sim, k, \varphi, \psi)| \in O(k')$ holds. Hence, MoveFront(\text{strong}, k, S_\varphi, T_\psi) can be computed in time $O(\min\{k, 2^{|S_e|}\} (|R_e| + |S_e|))$, and MoveFront(\text{weak}, k, S_\varphi, T_\psi) even in time $O(\min\{k, |S_e|\} (|R_e| + |S_e|))$.

The complexity can also be directly derived from the implementation of MoveFront: Note that the value of $T_0$ monotonically grows in function calls of MoveFront(\text{weak}, k, \ldots), but not for calls of MoveFront(\text{strong}, k, \ldots). Therefore, MoveFront(\text{weak}, k, \ldots) runs in time $O(\min\{k, |S_e|\} (|R_e| + |S_e|))$, while MoveFront(\text{strong}, k, \ldots) must check for disjunct processed fronts that can be at most $2^{|S_e|}$ and hence requires time $O(\min\{k, 2^{|S_e|}\} (|R_e| + |S_e|))$.

For this reason, we have the following result:

**Theorem 2 (Complexity of JCTL)** For any TKS $K = (I, S, R, L)$ and any JCTL formula $\varphi$, the function States given in Figure 5.6 runs in time $O(k_\varphi |\varphi| \hat{\tau}_K (|R| + |S|))$, where $\hat{\tau}_K := \max\{t \mid \exists s, s', (s, t, s') \in R\}$ is the maximum delay time of $K$, and $k_\varphi$ is the maximal number used in time constraints in $\varphi$.

The proof can be obtained by induction along the JCTL formulae. The induction steps are thereby obtained by the following facts, where $\text{Time}(f)$ denotes the runtime of function $f$: 60
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- Time(preStates) ∈ O(|R| + |S|)
- Time(preTracks) ∈ O(\tilde{\tau}_K(|R| + |S|))
- Time(StatesEU[^a^b]) ∈ O(k \tilde{\tau}_K(|R| + |S|)),
  where k := max \{ min\{a, 2^{|s||S|}\}, min\{b - a, \tilde{\tau}_K |S|\} \} ≤ b
- Time(StatesEU^\geq[a]) ∈ O(\min\{a, 2^{|s||S|}\}) \tilde{\tau}_K(|R| + |S|))
- Time(StatesEG[^a^b]) ∈ O(k \tilde{\tau}_K(|R| + |S|)), where k ≤ b

Hence, all operators can be evaluated in time O(k \tilde{\tau}_K(|R| + |S|)). As a formula \varphi may contain |\varphi| operators, the above theorem follows.

As we can see, one key to define a more efficient fragment of JCTL is to avoid calls of the form MoveFront(strong, k, . . .), since this is not as efficient as MoveFront(weak, k, . . .). Using a specialized algorithm similar to the one given in [33], we can even improve the complexity for computing MoveFront(weak, k, . . .).

Lemma 4 (Complexity of MoveFront (II)) Given a TKS K = (I, S, R, L), a set of states S_\varphi, and a set of tracks T_\psi. Let moreover be K_e = (I_e, S_e, R_e, L_e) the virtually expanded structure of K according to definition 14 (cf. section 4.1), and \varphi and \psi formulae so that the equations S_\varphi × N \cap S_e = \llbracket \varphi \rrbracket_{K_e} and T_\psi = \llbracket \psi \rrbracket_{K_e} hold. Then, there is an algorithm to compute MoveFront(weak, k, S_e, T_\psi) in time O(|R_e| + |S_e|).

The specialized algorithm is similar to the one given in [33], but it needs to additionally take care of the lengths of the paths that have reached a certain track. For this reason, we maintain for any track s_i ∈ S_e a list \tilde{T}_i = [s_{i,1}, . . . , s_{i,m_i}] such that (s_{i,j}, s_i) is a transition in R_e. Any track s_i will be marked with a number m_i later on that is the minimal length of a path to reach the set T_\psi from s_i. Furthermore, we create lists L_\ell during the computations that contain the tracks that are marked with the number \ell. The algorithm performs then the following steps:

Step 1: We eliminate all s_{i,j} in each list \tilde{T}_i that do not belong to T_\psi. This can be done in time O(|R_e|), since we look at each transition once.

Step 2: We mark the tracks T_\psi with the number 0, and list them in our first list I_0. Let \ell := 0. This step is performed in time O(|S_e|), since we look at each track at most once.

Step 3: For each track s_i in L_\ell, and each track s_{i,j} of \tilde{T}_i, we mark s_{i,j} with \ell + 1 if it is not already marked, and put s_{i,j} in list L_{\ell+1} in this case. We eliminate s_{i,j} from \tilde{T}_i. We then increment \ell, and repeat this step until \ell = k holds or no transitions are left in the lists \tilde{T}_i.

Clearly, the repeated execution of step 3 does look at each transition at most once, so that O(|R_e|) is an upper bound for its complexity. Hence, we see that the entire algorithm runs in time O(|R_e| + |S_e|).

Note that the above sketched algorithm works with a depth-fi rst search and therefore performs – in theory – better than breadth-fi rst searches like those used by symbolic model checking based on BDDs. However, in practice, the latter approaches are in general superior.
The next step is to define a subset of JCTL that can be computed without calls of MoveFront (\textit{strong}, \textit{k}, \cdot, \cdot). To this end, the interval constraints must be avoided, and therefore the logic must be restricted to the basic operators $EX^{a+1}$, $EX^{2a+1}$, $E[\cdot \cup [0, a] \cdot]$ and $EG^{2a}$ only. Of course, we can still use all macro operators that can be defined from these basic operators like, for example, $E[\varphi \cup [0, a] \psi] := E[\varphi \cup [0, a] \psi]$ or $EF^{a} \varphi := E[1 \cup [0, a] \varphi]$. We define the subset JCTL$^\leq$ of JCTL as follows:

\textbf{Definition 16 (The Fragment JCTL$^\leq$ of JCTL)} \textit{Given a set of variables} $\mathcal{V}$, \textit{the set of JCTL$^\leq$ formulae is the least set satisfying the following rules, where} $\varphi$ \textit{and} $\psi$ \textit{denote arbitrary JCTL$^\leq$ formulae, and} $a, b \in \mathbb{N}$ \textit{are arbitrary natural numbers, and} $\sim \in \{<, \leq, =, \geq, >\}$:

- $\mathcal{V} \subseteq$ JCTL$^\leq$, \textit{i.e., any variable is a JCTL$^\leq$ formula}
- $\neg \varphi, \varphi \land \psi, \varphi \lor \psi \in$ JCTL$^\leq$
- $EX^{a+1} \varphi \in$ JCTL$^\leq$
- $EX^{\sim a+1} \varphi \in$ JCTL$^\leq$
- $EG^{2a} \varphi \in$ JCTL$^\leq$ \textit{and} $EG^{\geq a} \varphi \in$ JCTL$^\leq$
- $E[\varphi \cup [0, a] \psi] \in$ JCTL$^\leq$ \textit{and} $E[\varphi \cup [0, a] \psi] \in$ JCTL$^\leq$
- $EF^{< a} \varphi \in$ JCTL$^\leq$ \textit{and} $EF^{\leq a} \varphi \in$ JCTL$^\leq$

As each temporal operator of JCTL$^\leq$ can be evaluated in time $O(|\mathcal{R}| + |\mathcal{S}|)$, \textit{i.e.,} $O(\tilde{\tau}_{\mathcal{K}}(|\mathcal{R}| + |\mathcal{S}|))$, we immediately have the following result:

\textbf{Theorem 3 (Complexity of JCTL$^\leq$)} \textit{For any TKS} $\mathcal{K} = (\mathcal{I}, \mathcal{S}, \mathcal{R}, \mathcal{L})$ \textit{and any JCTL$^\leq$ formula} $\varphi$, \textit{there is an algorithm to compute} $\llbracket \varphi \rrbracket_{\mathcal{K}}$ \textit{in time} $O(|\varphi| \tilde{\tau}_{\mathcal{K}}(|\mathcal{R}| + |\mathcal{S}|))$, \textit{where} $\tilde{\tau}_{\mathcal{K}}$ \textit{is defined as in theorem 2}.

In comparison to the complexity of JCTL as given in theorem 2, the factor $\hat{k}_{\varphi}$ disappeared. This is due to the fact that the temporal operators that belong to JCTL$^\leq$ are all monotonic, so that the iterations can stop at least when all tracks have been visited once.
Chapter 6

Translating Synchronous Programs to Real-Time Models

In this section, we present techniques that allow the translation of synchronous programs to timed Kripke structures. The obtained models can then directly be used for architecture-dependent and -independent real-time verification purposes, as well as for further analysis purposes like WCET and BCET, using techniques like the ones presented in section 7.

To this end, we take advantage of the distinction between micro and macro steps, offered by the usage of synchronous languages (cf. sections 1.1.2 and 2.2). This distinction simplifies the analysis of the runtime behavior of programs, since the macro steps can be directly used as ‘building blocks’. Building blocks are thereby parts of the program with a fixed runtime (independent of particular inputs). For this reason, building blocks must not contain data-dependent loops or conditional statements. While it is sufficient for sequential code to simply take the greatest substatements that do not contain data-dependent loops or conditional statements, this becomes more difficult for programs with concurrency and mechanisms like process preemption and suspension. The important advantage of synchronous languages for our purposes is therefore that compilers do automatically determine the building blocks in terms of macro steps.

In early design phases, if the complete realization of a system is not yet known, one can not argue about physical time, since this depends on the hardware chosen for the realization. Nevertheless, using synchronous languages, one can achieve realization independent descriptions of the system, which makes possible to reason about time at a logical level.

Of course, it is also of essential importance to guarantee that the real-time specifications are met with respect to physical time. Reasoning about physical time however, requires to postpone

\[ \text{Χρόνος δὲ φευγέτω σε μηδὲ εἰς ἀργός.} \]
\[ \text{ΙΠΠΟΝΑΚΤΟΣ (περὶ τὸ 550 π.Χ.)} \]
\[ (Αὐτ. Στοβ. ΚΘ, 42) \]

Don’t let time escape from you being unalert.
IPPONAKTOS (fl 550 BC)
the analysis to later design phases where the hardware/software partitioning and the choice of the used microprocessors are made. The first consequence when considering architecture-dependent execution time of systems described by means of synchronous programs, is that, in contrast to the model at logical level, the finite number of micro steps included in each macro step of the architecture-dependent model will consume time, which is not always equal.

It is viewed as a good programming style when the actual runtime of the macro steps is balanced, but generally, the macro steps will not require the same amount of physical time.

As a natural order, we will consider in the next sections first the high-level- and then the low-level approach. It is important to note that our methods allow in both cases the generation of real-time models without having the need of parallel composition of single submodels, which is one of the most important drawbacks of other approaches, as described in sections 1.1.4 and 1.1.5. Parallel composition is already performed during compilation of the synchronous program, before the generation of the single real-time model.

6.1 Timed Kripke Structures with Logical Time

In order to translate synchronous programs to high-level real-time models, we introduce in this section an extension of synchronous languages together with translation techniques to obtain abstract real-time models (in the sense of definition 7). This extension allows the programmer to declare irrelevant program locations and hence perform abstractions. After the usual compilation of a program $P$ into a UDS $\mathcal{K}_U$, certain states are thus to be ignored. For this purpose, an efficient algorithm is proposed in section 6.1.2 to generate a single TKS as a unique real-time model $\mathcal{K}_R$, by ignoring the irrelevant states, while retaining the quantitative information. In section 6.1.3, we then present the relationship between the TKS $\mathcal{K}_R$ and the corresponding UDS $\mathcal{K}_U$. The algorithms presented in section 5.1 can then be used to check quantitative temporal properties of the generated TKS.

Our goal is to show how abstractions can be incorporated in synchronous programs to obtain abstract high-level real-time models that retain the quantitative temporal information. In particular, the programmer can generate abstract real-time models without having the need of special knowledge about verification techniques. A well-known problem of all approaches based on abstraction techniques is that the chosen abstraction might be too coarse. In this case, our technique is able to detect the problematic program locations.

6.1.1 Extending Synchronous Languages

Using the available algorithms for compiling Esterel and Quartz, one can compile every program into an equivalent sequential program. If only finite data types were used, then additionally hardware circuits and UDSs can be generated. This is sufficient for code generation and for the verification of temporal properties.
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To enhance the efficiency of the verification, it is often advantageous to omit irrelevant details so that the generated formal models are as small as possible. In the opinion of the author, the choice between relevant and irrelevant program locations must be left to the programmer. For this reason, we propose a new statement to explicitly mark these locations by emitting a special signal $\delta$. To this end, we introduce a new macro statement of the form $\text{abstract } S \text{ end}$ that can be defined as follows:

$$
\text{abstract } S \text{ end} \equiv \begin{cases}
\text{local } t \text{ in } S; \text{ emit } t \\
|| \text{ abort loop } \\
\ell: \text{ pause; }
\text{ emit } \delta \\
\text{ end loop } \\
\text{ when immediate } t \\
\text{ end local }
\end{cases}
$$

Hence, $\text{abstract } S \text{ end}$ behaves like $S$, but additionally emits the variable $\delta$ whenever the control flow moves inside $S$. The entering and termination transitions (from and to $S$) do not emit $\delta$. The above definition has however the drawback that an additional $\text{pause}$ statement and an additional local signal $t$ are used. This additional overhead can be circumvented by the following alternative definitions:

- $\text{inside (abstract } S \text{ end)} \equiv \text{inside (} S \text{)}$
- $\text{instant (abstract } S \text{ end)} \equiv \text{instant (} S \text{)}$
- $\text{enter (abstract } S \text{ end)} \equiv \text{enter (} S \text{)}$
- $\text{terminate (abstract } S \text{ end)} \equiv \text{terminate (} S \text{)}$
- $\text{move (abstract } S \text{ end)} \equiv \text{move (} S \text{)}$
- $\text{guardcmd (\(\varphi\), abstract } S \text{ end)}$

$$
\equiv \text{guardcmd (} \varphi, S \text{)} \cup \{(\text{inside (} S \text{) } \land \text{ terminate (} S \text{), emit } \delta)\}
$$

Hence, the control flows of $\text{abstract } S \text{ end}$ and $S$ are the same, and the data flow differs only in that $\text{abstract } S \text{ end}$ additionally emits the variable $\delta$ whenever the control flow moves inside $S$. Using this direct definition via the semantics given in [112, 114] instead of the above macro expansion, we circumvent the use of the additional local variable $t$ and the additional $\text{pause}$ statement.

Using our new statement $\text{abstract } S \text{ end}$, it is easily seen that the following statements were equivalent for any $n \in \mathbb{N}$ and any Boolean condition $\sigma$:

- $\text{abstract } \ell :: \text{ await } \sigma \text{ end} \equiv \begin{cases}
\text{do} \\
\ell: \text{ pause;}
\text{ if } \neg \sigma \text{ then emit } \delta \text{ end} \\
\text{ while } \neg \sigma
\end{cases}$
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The abstract **await** statements are important to model delays. As can be seen, these statements can be easily defined in terms of existing Esterel/Quartz statements so that existing tools can be used for their compilation. Hence, using the available compilers, we obtain a transition system where each irrelevant state is marked with the special variable \( \delta \). Note that **await** \( n \) will definitely terminate after \( n \) macro steps, while the termination of **await** \( \sigma \) is not guaranteed unless we could guarantee that \( \sigma \) will eventually hold. The termination of abstract statements must be considered in the generation of TKSs as described in the next section.

6.1.2 Generating the High-Level Model

We now consider the generation of a TKS from a given Quartz program. For this purpose, we assume that we already have a function **QuartzCompileUDS** that computes an equivalent unit delay structure (UDS) \( K_{UD} \) of a given Quartz program \( P \). Such a function is essentially implemented by any compiler, like the one described in [111, 112, 114, 116]. To finally obtain an equivalent TKS \( K_R \), it is therefore sufficient to be able to compute a corresponding TKS from a given UDS where certain states are marked to be irrelevant. In the following, these irrelevant states are labeled by the variable \( \delta \).

The overall idea is to replace finite paths \( s_0 \rightarrow s_1 \rightarrow \ldots \rightarrow s_{n-1} \rightarrow s_n \) of states where \( s_1, \ldots, s_{n-1} \) were labeled with \( \delta \), but \( s_0 \) and \( s_n \) were not labeled with \( \delta \), by single transitions \( s_0 \xrightarrow{\delta} s_n \). This will generate a TKS, where the quantitative properties of the UDS are preserved.

![Figure 6.1: Impossibility of TKS Generation](image)

However, if a cycle of states labeled with \( \delta \) is reachable, then the generation of the corresponding TKS transition can not be performed: If such a cycle is between two states \( s \) and \( s' \) that are not labeled with \( \delta \), then this means that there would exist infinitely many transitions
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in the TKS between these states (cf. Figure 6.1). Such cycles arise when too large parts of the
program are embraced within an abstract statement.

For this reason, we have to check for reachable cycles of states that are labeled with \( \delta \). To be
concise in the following, we call states labeled with \( \delta \) simply ‘\( \delta \)-states’, and cycles consisting
of \( \delta \)-states ‘\( \delta \)-cycles’.

Given a transition relation \( \mathcal{U} \) of a UDS \( \mathcal{K}_U \), the function Dead ends shown in Figure 5.1
eliminates all finite paths contained in \( \mathcal{U} \) and returns a finite-path-free transition relation. This
is done by computing all states in \( \mathcal{K}_U \) that have at least one successor state.

The function Reach clearly computes the set of states that are reachable from the states \( \mathcal{S}_\rho \)
by the transitions of \( \mathcal{U} \).

Consider now the overall translation of a Quartz program \( P \) to an equivalent TKS, as given
in Figure 6.2. We first compute the corresponding UDS \( \mathcal{U} \) and their initial states \( \mathcal{I} \) with the function QuartzCompileUDS as given in [111, 112, 114, 116]. Our next task is to check whether
there is a reachable \( \delta \)-cycle. For this reason, we restrict the transitions to \( \delta \)-states, thus obtaining
\( \mathcal{U}_\delta \), and compute the transition relation \( \mathcal{U}_\delta \text{-cycles} \) that has only infinite paths of \( \delta \)-states. If
\( \mathcal{U}_\delta \text{-cycles} = \{\} \) holds, then we have no \( \delta \)-cycles at all, since all \( \delta \)-states have only finite paths.
In this case, we can compute the desired TKS by calling Chronos(\( \mathcal{U}, \mathcal{S}_\rho \)). We will discuss that
function below.

On the other hand, if \( \mathcal{U}_\delta \text{-cycles} \neq \{\} \) holds, then in \( \mathcal{U}_\delta \) occurs at least one \( \delta \)-cycle. There is
still a chance to generate a TKS, namely if none of these states is reachable. For this reason, we
next compute the set of reachable states \( \mathcal{S}_{\text{reach}} \), and check if a \( \delta \)-cycle is included in \( \mathcal{S}_{\text{reach}} \). If
no \( \delta \)-cycle is reachable, then we can generate the TKS by calling Chronos with the transitions
restricted to reachable states.

Finally, if there is a reachable \( \delta \)-cycle, then the construction of some TKS transitions is
not possible (cf. Figure 6.1), and therefore an exception is raised where the transition relation
\( \mathcal{U}_\delta \text{-cycles} \) of the reachable \( \delta \)-cycles is returned. With this information, the programmer can identify
the program locations that lead to the too coarse abstraction. In this case, there are two possible solutions: either the programmer proceeds with the verification at the UDS level, or the programmer has to weaken the abstraction. We consider the first case in section 6.1.3 in more detail. In the second case, one must consider that the specifications must also be adapted.

Now, consider how Chronos works. Recall, that we may assume that the transition relation \( \mathcal{U} \)
does not contain any \( \delta \)-cycle, when Chronos is called. We first compute the transitions between
all states \( s \) and \( s' \) that are not labeled with \( \delta \). These transitions are labeled with time duration
1. To compute the further transitions, we have to compute the transitions \( \mathcal{U}_{\text{out}} \) that leave a \( \delta \)-
sequence. In the following loop, we have as an invariant that the timed transitions with duration
\( < \tau \) have already been computed, and that \( \mathcal{U}_{\text{out}} \) contains transitions \( (s, s') \) such that \( s' \) is not a
\( \delta \)-state, and that there will be a timed transition leading to \( s' \) with duration \( \geq \tau \).
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Figure 6.2: Algorithms for Generation of High-Level TKSs
To compute the timed transitions with duration $\tau + 1$, we consider the $\delta$-states $s$ that are connected by a $U$-transition to a state $s_1$, such that $(s_1, s') \in U_{out}$ holds. Then, the transition $(s, \tau, s')$ is added to $R$. If, on the other hand, $s$ is labeled with $\delta$, then this transition will be extended in a later loop iteration until no $\delta$-state remains.

Figure 6.3: A UDS with its Corresponding TKS

It is easily seen that the loop in Chronos will be repeated at most $d_{len}$ times, where $d_{len}$ is the maximal length of a finite sequence of $\delta$-states. An example for the execution of Chronos is given in Figure 6.3. The different loop iterations for the UDS given in the upper half of Figure 6.3 are as follows:

- $U_{out}^{(1)} = \{(s_1, s_0), (s_5, s_3), (s_5, s_6), (s_7, s_8), (s_{10}, s_6)\}$
- $R^{(1)} = \{(s_3, 1, s_3), (s_8, 1, s_9), (s_9, 1, s_9), (s_0, 1, s_3)\}$
- $U_{out}^{(2)} = \{(s_2, s_0), (s_4, s_3), (s_4, s_6), (s_6, s_6), (s_3, s_8), (s_9, s_6), (s_6, s_3)\}$
- $R^{(2)} = \{(s_6, 2, s_6), (s_3, 2, s_8), (s_9, 2, s_6), (s_6, 2, s_3)\}$
- $U_{out}^{(3)} = \{(s_6, s_0), (s_3, s_6), (s_3, s_3)\}$
- $R^{(3)} = \{(s_6, 3, s_0), (s_3, 3, s_6), (s_3, 3, s_3)\}$

At the end, we obtain the TKS given in the lower part of Figure 6.3.
6.1.3 Verifying Real-Time Properties at UDS Level

Recall that our task is to check for a given program $\mathcal{P}$ whether a temporal property $\Phi$ holds. To describe real-time temporal properties, we use the CTL real-time extension JCTL (cf. section 3) that is defined on TKSs.

Using traditional compilers, it is possible to compute for a given program $\mathcal{P}$ the corresponding UDS $\mathcal{K}_u$, so that temporal properties can be checked for the program. The algorithm given in the previous section allows furthermore to compute a TKS $\mathcal{K}_{KR}$ for $\mathcal{P}$ to increase the efficiency of the verification. Clearly, the structures $\mathcal{K}_u$ and $\mathcal{K}_{KR}$ are different and therefore satisfy different formulae. In this section, we explain the relationship between the verification at the TKS- and at the UDS level. For this purpose, we define a function $\Theta_\delta$ that computes for a JCTL formula $\Phi$ a corresponding JCTL formula $\Theta_\delta(\Phi)$ that holds on the UDS $\mathcal{K}_u$ iff $\Phi$ holds on the TKS $\mathcal{K}_{KR}$.

**Definition 17** Given a JCTL formula $\Phi$ and a variable $\delta$, we define a corresponding JCTL formula $\Theta_\delta(\Phi)$ as follows:

- $\Theta_\delta(x) \equiv x$, for variables $x$
- $\Theta_\delta(\neg \varphi) \equiv \neg \Theta_\delta(\varphi)$
- $\Theta_\delta(\varphi \land \psi) \equiv \Theta_\delta(\varphi) \land \Theta_\delta(\psi)$
- $\Theta_\delta(\varphi \lor \psi) \equiv \Theta_\delta(\varphi) \lor \Theta_\delta(\psi)$
- $\Theta_\delta(\text{EX}^\kappa \varphi) \equiv \text{E}[\Theta_\delta(\varphi) \ \text{XW}^\kappa (\neg \delta)]$
- $\Theta_\delta(\text{AX}^\kappa \varphi) \equiv \text{A}[\Theta_\delta(\varphi) \ \text{XW}^\kappa (\neg \delta)]$
- $\Theta_\delta(\text{E}[\varphi \ \text{U}^\kappa \psi]) \equiv \text{E}[\delta \lor \Theta_\delta(\varphi) \ \text{U}^\kappa (\neg \delta \land \Theta_\delta(\psi))]$
- $\Theta_\delta(\text{A}[\varphi \ \text{U}^\kappa \psi]) \equiv \text{A}[\delta \lor \Theta_\delta(\varphi) \ \text{U}^\kappa (\neg \delta \land \Theta_\delta(\psi))]$
- $\Theta_\delta(\text{E}[\varphi \ \text{U}^\kappa \psi]) \equiv \text{E}[\delta \lor \Theta_\delta(\varphi) \ \text{U}^\kappa (\neg \delta \land \Theta_\delta(\psi))]$
- $\Theta_\delta(\text{A}[\varphi \ \text{U}^\kappa \psi]) \equiv \text{A}[\delta \lor \Theta_\delta(\varphi) \ \text{U}^\kappa (\neg \delta \land \Theta_\delta(\psi))]$

The semantics is given in section 3, except for $\text{E}[\varphi \ \text{XW}^\kappa \psi]$, $\text{E}[\varphi \ \text{XW}^\kappa \psi]$ holds in a state $s$ iff there is a path starting in $s$ such that at some position (different from the starting one) of the path $\psi$ holds, and at the first such position (different from the starting one) $\varphi$ holds, and the time required to reach this first position satisfies the time constraint $\kappa$.

$\Theta_\delta(\Phi)$ is of length $O(|\Phi|)$, i.e., there is only a linear blow-up. The above definition is used to transform a given JCTL $\Phi$ to another corresponding JCTL formula $\Theta_\delta(\Phi)$ such that only states not labeled with $\delta$ are considered for evaluation of $\Theta_\delta(\Phi)$. If no state is labeled with $\delta$, then it is easily seen that $\Phi$ and $\Theta_\delta(\Phi)$ were equivalent. The following theorem reveals the entire relationship between $\Phi$ and $\Theta_\delta(\Phi)$:

**Theorem 4 (Relationship between UDS and TKS)** Given a UDS $\mathcal{K}_u$ such that the corresponding TKS $\mathcal{K}_{KR}$ exists, then we have for any JCTL formula $\Phi$ and any state $s$ of $\mathcal{K}_{KR}$ the following relationship:

$$(\mathcal{K}_u, s) \models \Theta_\delta(\Phi) \iff (\mathcal{K}_{KR}, s) \models \Phi$$
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The theorem is easily proved by an induction on the structure of $\Phi$. The essential property for the induction steps is thereby that (by construction of $\mathcal{K}_R$) a transition $s \xrightarrow{t} s'$ in $\mathcal{K}_R$ corresponds to a sequence of transitions $s \rightarrow s_1 \rightarrow \ldots \rightarrow s_{n-1} \rightarrow s'$ of states where $s_1, \ldots, s_{n-1}$ are labeled with $\delta$ (of course, $s$ and $s'$ are not labeled with $\delta$, since they belong to $\mathcal{K}_R$).

The above theorem precisely states that if an equivalent TKS $\mathcal{K}_R$ exists, then we have the choice between checking $(\mathcal{K}_H, s) \models \Theta_\delta(\Phi)$ or $(\mathcal{K}_R, s) \models \Phi$. Both model checking problems are equivalent to each other.
6.2 Timed Kripke Structures with Physical Time

In section 6.1 it has been shown how macro steps can be combined to larger steps in that parts of synchronous programs are marked as ‘uninteresting’ for the system’s verification. This means that the macro steps of these parts are combined into a building block and that the numbers of macro steps to execute these blocks are counted. This extension does not affect the code generation, i.e., the processes still run in lockstep with respect to their macro steps. Thus, small abstract transition systems can be obtained from synchronous programs to verify required real-time specifications.

In this section, we present a new technique that performs an exact low-level (architecture-dependent) runtime analysis of synchronous programs and generates low-level timed Kripke structures, whose transitions are labeled with numbers denoting the exact execution times of the macro steps that are related to these transitions. These TKSs can then be directly used for architecture-dependent real-time verification, as well as for further analysis purposes like WCET and BCET, using techniques like the ones presented in section 7.

Our goal is to directly generate executable code out of synchronous programs, and develop techniques to construct low-level timed Kripke structures with respect to the execution times required for the steps of the executable code. Note that the executable code can already have been verified at a logical level.

![Figure 6.4: Generation of Low-Level Timed Kripke Structures](image)

For this purpose, we first construct a transition system (as UDS) and obtain executable code for the given synchronous program (cf. Fig. 6.4). The generated code is then being embedded in an environment in order to perform exact and detailed low-level runtime analysis, i.e. to determine and capture the execution times required for all actions of the code. This is done
during the execution of the code. Simultaneously, our method constructs a low-level timed
Kripke structure by labeling the transitions of the system by the determined execution times of
the corresponding code actions for the given microprocessor.

Our approach takes advantage of established symbolic techniques to efficiently manipulate
large finite state transition systems by means of binary decision diagrams (BDDs) [17].

Note further that the generated transition systems have timed transitions that correspond to
non-interruptible atomic actions. For verification purposes of such systems, the real-time tem-
poral logic JCTL (cf. section 3) can be considered.

In the next sections we first discuss the generation of executable code. Then we give techniques
to efficiently perform exact low-level runtime analysis consider also native CPU-instructions in
order to obtain low-level real-time formal models. The overall flow is shown in Fig. 6.4.

6.2.1 Exact Low-Level Runtime Analysis:
Code Generation

Our method to generate code for synchronous programs considers equation systems based on
hardware synthesis, i.e. the automaton representation obtained from a synchronous program
[112]. The method is based on the encoding of the states with Boolean state variables.

```plaintext
module RussMult:
    input req, a : $[n]; b : $[n];
    output c : $[n];
    local x : $[n], y : $[n]
    label rdy;
    loop
        rdy : await req;
        x := a; y := b; c := 0;
        while y $= 0 do
            if odd(y) then next(c) := c + x end;
            next(x) := 2 $\cdot$ x;
            next(y) := y/2;
            $\ell$ : pause
        end while
    end loop
end module
```

Figure 6.5: Russian Multiplication
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\[
\begin{align*}
(y \neq 0) &/\{ (\text{odd}(y), \text{next}(c) := c + x), \\
(1, \text{next}(x) := 2 \cdot x), \\
(1, \text{next}(y) := y/2) \}\ \\
\text{req} \land (y \neq 0) &/\{ (1, x := a), \\
(1, y := b), \\
(1, c := 0) \} \\
y = 0 &/\{ \}
\end{align*}
\]

Figure 6.6: Semantics of Module RussMult

As an example, consider the Quartz program given in Figure 6.5 (it implements a Russian multiplication algorithm). The semantics is the transition system given in Figure 6.6.

The three states correspond to the situations where the control flow is either outside the program or at one of the locations labeled with \( \ell \) or \( \text{rdy} \). The labels of the transitions are of the form \( \Phi / \{ (\gamma_1, \alpha_1), \ldots, (\gamma_n, \alpha_n) \} \) with the following meaning: the transition can be taken iff the condition \( \Phi \) holds at that point of time. Taking the transition means that those assignments or signal emissions \( \alpha_i \) are executed whose guard \( \gamma_i \) holds at that point of time.

The automaton of the previous example yields state transition equations like the ones shown in Figure 6.7.

\[
\begin{align*}
\text{next}(\text{rdy}) &:= \begin{cases} \\
\neg \text{rdy} \land \neg \ell \land \text{st} \lor \\
\text{rdy} \land (\neg \text{req} \land (y = 0)) \lor \\
\ell \land (y = 0) \end{cases} \\
\text{next}(\ell) &:= \text{rdy} \land (\text{req} \land (y = 0)) \land (y \neq 0) \\
\text{next}(x) &:= \begin{cases} \\
\text{if } \ell \land (y = 0) \land \text{odd}(y) \text{ then } 2 \cdot x \\
\ldots \end{cases} \\
\text{next}(y) &:= \ldots \\
\text{next}(c) &:= \ldots
\end{align*}
\]

Figure 6.7: Code Generation Using Equation Systems Based on Hardware Synthesis

It is straightforward to generate sequential code (e.g. C-code) from the above state transition equations. We simply put the assignments in a nonterminating loop (and use the C-syntax, of course). Some problems of synchronous languages like causality have to be checked here, but these problems have already found good solutions [15, 9], so we do not consider this issue.
here. The size of the generated code is very small (it is in practice linear in terms of the given synchronous program). This is an important advantage in praxis, in particular for applications involved in embedded systems, where the memory size is usually limited.

The exact runtime analysis of single instructions used in a sequential program is a complicated task due to the complex interaction of different cache hierarchies: The execution time depends not only on its operands but also on the fact that the needed data might either be available in caches, or have to be requested through slower channels. We handle this problem as follows:

Our generated program is one static block which is executed in an endless loop. The writing to cache data and also the execution of instructions is performed in the same order in each loop. By executing this block several times for a given input we obtain a cache-configuration which is very similar to the configuration in a real environment. A runtime-analysis for this block can then be directly performed by measuring the time for the execution of the static block without a deeper analysis of the cache-structure. Furthermore, there already exist successful methods like [65] in order to handle this problem. Techniques like the ones presented in [65] can be easily endowed in our tool and are part of our current implementation work.

6.2.2 Exact Low-Level Runtime Analysis: Extending Synchronous Languages to Consider Native CPU Instructions

Model-checking algorithms used for formal verification purposes usually consider combinations of boolean operators for expressing mathematical calculations, i.e. arithmetic operations are mapped to the boolean level and are implemented as bit-operations on the microprocessors. Unfortunately, this has the disadvantage, that the information of the mathematical function is lost in the resulting transition system.

For the generation of executable code which benefits of the native mathematical operators of the target CPU, it is necessary to avoid the conversion of mathematical operators to their logical equivalents. For this purpose, we introduce a new technique that constructs a UDS, which preserves mathematical operations as atomic actions. After that, the transitions can be easily labeled by their physical execution times required by the target CPU.

For this purpose, we introduce an extension of synchronous languages in order to represent atomic execution of specific program locations. Similar to the extension proposed in section 6.1.1, we introduce a new macro statement of the form exclusive $\zeta$ in $S$ end that can be defined as follows:
The key idea of this extension is to remove the parallelism which can’t exist on a target microprocessor due to the fact that arithmetic operations are executed as non interruptible atomic actions on a target machine. Similar to section 6.1.1, our technique leads to ‘hyper steps’ that correspond to one transition of the transition system, but contain a finite number of intermediate macro steps, which are marked, so that a post-processing step can replace them by transitions.

Hence, exclusive \( \zeta \) in \( S \) end behaves like \( S \), but additionally emits the variable \( \zeta \) whenever the control flow moves inside \( S \). The entering and termination transitions (from and to \( S \)) do not emit \( \zeta \). The above definition has however the drawback that an additional pause statement and an additional local signal \( t \) are used. This additional overhead can be circumvented by the following alternative definitions:

\[
\begin{align*}
\text{exclusive } \zeta \text{ in } S \text{ end} & := \\
& (\text{local } t \text{ in } S; \text{emit } t) \\
& || \\
& \text{abort loop } \\
& \ell : \text{pause;} \\
& \text{emit } \zeta \\
& \text{end loop} \\
& \text{when immediate } t \\
& \text{end local}
\end{align*}
\]

Hence, the control flows of exclusive \( \zeta \) in \( S \) end and \( S \) are the same, and the data flow differs only in that exclusive \( \zeta \) in \( S \) end additionally emits the variable \( \zeta \) whenever the control flow moves inside \( S \). Using this direct definition via the semantics given in [112] instead of the above macro expansion, we circumvent the use of the additional local variable \( t \) and the additional pause statement.

The main idea is to replace all pause statements in program locations which are not included in exclusive statements, by await \( \neg \zeta \). This will suspend all threads which are running in parallel to blocks marked by exclusive. Outside exclusive-blocks, the control flow returns to its normal status, since \( \zeta \) is not emitted.
The technique is shown in Figure 6.8. In the first place (upper part of Fig. 6.8), a UDS is generated, where all states contained in exclusive locations are marked by the variable $\zeta$, while threads running in parallel are suspended until the end of $\zeta$-emissions.

The approach allows a low level runtime analysis considering native processor instructions, which can only be stated as a sequence of macro steps in synchronous languages, like divisions. Consider a microprocessor which implements for example a division instruction $\text{instr}_\text{div}$ (as an atomic one) for a given data type $d_{\text{div}}$. Usually, such operations are translated into sequences of boolean calculations. In order to consider $\text{instr}_\text{div}$ as an atomic instruction we have to merge these sequences of boolean calculations into single transitions and obtain the UDS shown in the lower part of Fig. 6.8.

This means that the state of the machine and the state of the formal model will be identical before and after the execution of an arithmetic instruction. Hence, we have removed the parallelism which can’t exist on a target microprocessor due to the fact that arithmetic operations are executed as non interruptible atomic actions on a target machine.

To enable code generation with support for native CPU instructions, we need also information about the kind of the native instructions and the point of time of their execution. Applying the exclusive statement leads to a formal model, where $S$ is reduced to the states terminate ($\bar{S}$). These states correspond to the termination of the native instruction on the microprocessor. To give also the information about the kind of the native instructions, we simply use a labeling function $N(S) \rightarrow A$, where $S$ is the set of states and $A$ is the set of arithmetic instructions.

Finally, the resulting transition relation is constructed by the algorithm ShortCut shown in Figure 6.9, which transforms the selected paths into atomic transitions. ShortCut works according to a similar principle as the Chronos algorithm of Figure 6.2, explained in section 6.1.2.
Recall, that we may assume that all computation paths starting at the beginning of an arithmetic instruction will finally reach the end of the operation when ShortCut is called. We first compute the transitions between all states and that are not marked by the variable \( \zeta \). To compute the further transitions, we have to compute first the transitions that exit from a marked sequence. In the following loop, the algorithm performs a short cut of all predecessor transitions of \( \mathcal{U}_{out} \).

\[
\text{Figure 6.9: ShortCut Algorithm}
\]

\[
\text{Figure 6.10: Function of the ShortCut algorithm}
\]

Figure 6.10 shows an example for the function of the ShortCut algorithm. The algorithm computes first the transitions \( \mathcal{U}_{out} \) that exit sequences of states marked with \( \zeta \) (shadowed). In the upper part of Fig. 6.10 these exiting states are marked with "1". In the following loop, the algorithm traverses backwards, replacing current \( \zeta \)-states by edges and computing simultaneously...
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their predecessors. These predecessors are marked in the upper part of Fig. 6.10 with "2" (to be eliminated in the second iteration) and "3" (to be eliminated in the third iteration). The algorithm terminates when all \( \zeta \)-states are eliminated, i.e. when no such states are contained in the computed predecessors, as shown in the lower part of Fig. 6.10.

It is easily seen that the loop in ShortCut will be repeated at most \( d_{\text{len}} \) times, where \( d_{\text{len}} \) is the maximal length of a finite sequence of states in a computation path representing an arithmetic operation.

6.2.3 Exact Low-Level Runtime Analysis:

Generating the Low-Level Model

We assume that we already have a function \( \text{QuartzCompileUDS} \) for the code generation, that computes an equivalent unit delay structure (UDS) \( K_d \) of a given Quartz program \( P \). The states of this structure correspond with the states of the program \( P \) and are labeled with Boolean variables. Such a function is essentially implemented by any compiler, like the ones described in [111, 112]. To finally obtain an equivalent TKS \( K_R \), it is therefore sufficient to be able to compute a corresponding TKS from a given UDS where the transitions between the states are endowed by notions of physical time. These labels are obtained by measuring the runtime for generated platform-specific code for the micro steps that are related to the transitions.

We first use a function \( \text{QuartzCompileC} \) which translates the obtained UDS \( K_d \) into C-Code according to the method described above. The TKS is constructed by the algorithms given in Figure 6.12. To explain these algorithms, we first want to emphasize, that our goal is to develop symbolic techniques that allow us to consider sets of states together with their transitions in a single iteration, instead of processing all transitions of the UDS one after the other. This makes it possible to perform the analysis in less than \( |S|^2 \) transitions.

An important observation for this analysis is to consider the state transition equations that are generated by the translation of the Quartz program into an equation system. Our method takes advantage from the fact that some operations consume identical amount of time regardless of the values of their operands, while the time consumption of other operations depends on their operands, e.g. the multiplication and division instructions on a Motorola 68000. The key idea is to use efficient techniques in order to merge sets of transitions, so that we are able to consider the same execution time for all merged transitions instead of calculating the execution times for all possible transitions of the UDS. This enables the use of symbolic techniques for the construction of the TKS as follows:

The first step is to distinguish between variables that exclusively occur in statements, which always consume identical amount of time \( (\mathcal{V}_{\text{non} \text{a}}) \), and other variables occurring in statements which consume variable amounts of time, according to their operands \( (\mathcal{V}_{\text{a}}) \). Hence, the set of variables is partitioned as

\[
\mathcal{V} := \mathcal{V}_{\text{non} \text{a}} \cup \mathcal{V}_{\text{a}}
\]
The property of $\mathcal{V}_{ia}$ is dominant over the property of $\mathcal{V}_{nonia}$, so $\mathcal{V}_{nonia} \cap \mathcal{V}_{ia} = \emptyset$. We also distinguish between these sets in the labeling function of the TKS, i.e., we have $\mathcal{L}_{nonia}$ and $\mathcal{L}_{ia}$ that correspond to $\mathcal{V}_{nonia}$ and $\mathcal{V}_{ia}$, respectively, so that

$$\mathcal{L}(s) = \mathcal{L}_{ia}(s) \land \mathcal{L}_{nonia}(s), \forall s \in \mathcal{S}.$$  

Hence, if $\mathcal{V}_{ia} = \emptyset$ then it follows that $\mathcal{L}_{ia}(s) = true, \forall s \in \mathcal{S}$ and also if $\mathcal{V}_{nonia} = \emptyset$ then it follows that $\mathcal{L}_{nonia}(s) = true, \forall s \in \mathcal{S}$.

![Diagram](image)

Figure 6.11: Examples transition equations

An example is shown in Fig. 6.11. Boolean operations consume identical amount of time on an ALU, regardless of the values of their operands. This is not the case for If-Then-Else-statements, which are often handled by microprocessors by means of jump-instructions. Their runtimes therefore depend on the configuration of their arguments. Hence, the two transitions referring to the statement $next(a) = b?c : d$ consume different times $t_1$ and $t_2$. On the other hand the statement $next(a) = b \lor c$ of Fig. 6.11 consumes identical time $t_1$ for all three transitions since it is a boolean combination of three variables without any If-Then-Else-statement.

The second step is performed by the main algorithm QuartzCompileLTKE given in Fig. 6.12. QuartzCompileLTKE must consider all different variable configurations of $\alpha \in \mathcal{V}_{ia}$, but only one single configuration $\beta \in \mathcal{V}_{nonia}$ and this only under the condition that there exist a reachable state meeting such a configuration, i.e. $\exists s \in \mathcal{S}_{reach}, \mathcal{L}(s) = \alpha \land \beta$, where $\mathcal{S}_{reach} \subseteq \mathcal{S}$ is the set of reachable states (cf. Fig. 5.1). If there is no such $\beta$, then the represented state is not reachable and must hence not be considered in a runtime analysis.

After having determined a runtime $t$ for a given configuration of $\mathcal{V}_{ia} \land \mathcal{V}_{nonia}$, all transitions (the set $\mathcal{U}_{gen,c}$) that are represented by all possible variable configurations of $\mathcal{V}_{nonia}$ are labeled by the physical time $t$. The function RuntimeC determines the runtime of the generated code for a given set of transitions. RuntimeC performs dynamic runtime measurements for given configurations of $\mathcal{V}_{ia} \land \mathcal{V}_{nonia}$ by means of so-called profiling tools like gprof [59] or VTune [72].
function QuartzCompileLTKS(\( P \))
(\( I, S, U \)) := QuartzCompileUDS(\( P \));
\( C \) := QuartzCompileC(\( U \));
\( R \) := \{ \};
while \( U \neq \{ \} \) do
\( S_{\text{non}} \) := \{ \( s \in S \mid \exists s' \in S. (s, s') \in U \land L_{\text{non}(s)} \neq \text{false} \} \);
\( s_{\text{time}} \) := choose any of \( S_{\text{non}} \);
\( time \) := RuntimeC(\( s_{\text{time}}, C \));
\( U_{\text{time}} \) := \{ (s, s') \in U \mid \exists s, s' \in S. L_{\text{non}(s)} = L_{\text{non}(s_{\text{time}})} \};
\( U \) := \( U \setminus U_{\text{time}} \);
\( R \) := \( R \cup \{ U_{\text{time}} \times \{ time \} \} \);
end
return \( R \);
end function

function RuntimeC(s, C)
\( time \) := execution time(\( C(s) \));
return \( time \);
end function

Figure 6.12: Algorithms for Generation of Low-Level TKSs

The set \( U_{\text{time}} \) is removed from the UDS \( U \) since it is of no interest for further runtime analysis. This guarantees also that the time labeling of the edges is unique, i.e. for each transition \( (s, s') \in U \) exists exactly one \( t \in \mathbb{N} \) such that \( (s, t, s') \in R \).

The algorithm terminates when all states of \( U \) were considered in the runtime analysis, i.e. \( U = \{ \} \). Note that if \( V_{\text{ia}} = \{ \} \), i.e., if there are no arithmetic instructions included in the code, \( L_{\text{ia}} \) returns true for all possible inputs. In this case the generated code for the transitions contains only boolean operations which consume the same amount of time for all possible variable configurations, and hence the entire TKS \( R \) will labeled with the same time \( t \).

As an example, Fig. 6.14 shows a TKS, obtained from the Quartz program shown in Fig. 6.13.
module QuartzExample :

input req;
output out;

    a1 : await (req);
    emit out;
    a2 : halt

end

Figure 6.13: An Example for a Quartz Program

Figure 6.14: A TKS for the Quartz Program of Figure 6.13
Theorem 5 (QuartzCompileLTKS Iterations) The algorithm QuartzCompileLTKS terminates in maximum $2^n$ Iterations, where $n = |V_{if}|$.

Proof: The theorem can be easily proved by induction on $n$:

$n = 0$: 
if $V_{ia} = \{\}$ and $V_{nonia} \neq \{\}$, then according to the definition of $L_{ia}$ we have $L_{ia}(s) = true, \forall s \in S$. But then $U_{time} = U$ holds trivially and hence also $U \setminus U_{time} = \{\}$, which terminates the algorithm after one iteration, i.e. $1 = 2^{|V_{ia}|}$.

If we assume that for $n = |V_{ia}|$ the algorithm QuartzCompileLTKS will terminate after maximum $2^n$ steps, then for $n + 1$ we have:

If $|V_{ia}| = n + 1$, then for $x \in V_{ia}$ we separate $U$ as follows:

$U := U_x \cup U_{-x}$, where

$U_x := \{(s, s') \in U : x \in L_{ia}(s)\}$,

$U_{-x} := \{(s, s') \in U : x \notin L_{ia}(s)\}$

and $U_x \cap U_{-x} = \{\}$.

If we apply QuartzCompileLTKS to $U_x$ and $U_{-x}$ separately, then we have

for $U_x$: $x \in L_{ia}(s), \forall s \in S_{ia}$ and

for $U_{-x}$: $x \notin L_{ia}(s), \forall s \in S_{ia}$.

In other words, $x$ has fixed values in $U_x$ and $U_{-x}$ and hence, it must not be considered for determining the possible configurations of $V_{ia}$-variables. The variable set of $V_{ia}$ can then be expressed as $V_{-x} = V_{ia} \setminus \{x\}$, where $|V_{-x}| = n$.

According to the induction’s assumption, $U_x$ and $U_{-x}$ can then be computed in maximum $2^n = 2^{|V_{-x}|}$ iterations and hence, for the entire problem we have a maximum of $2 \cdot 2^n = 2^{n+1} = 2^{|V_{ia}|}$ iterations.
Chapter 7

Exact WCET and BCET Analysis

\[\text{ἐξελέγχων μόνος ἠλάθησαιν ἐτήσιμον χρόνος. }^1\]

ΠΙΝΔΑΡΟΣ (518 - 440 π.Χ.)

(Ολυμπ. Χ, 65)

As a direct result of the previous sections, we present in this section a new and completely automatic approach to perform exact worst- and best case execution time (WCET and BCET) analysis. Our approach overcomes the problems described in section 1.1.3. For a given program, we compute the exact best and worst runtimes in terms of macro steps for all possible inputs at once. We are even able to compute the input sequences that require these bounds. For this purpose, we have to assume that all data types were finite, so that the overall problem becomes decidable. For embedded systems, this restriction is not a severe one. Moreover, modelling integers with a finite, constant bitwidth is even more accurate and allows one to detect problems with overflows and underflows.

Nevertheless, checking all input sequences is still a highly complex task. A key idea of this approach is therefore to use symbolic state space exploration techniques \[11, 22\], developed for the verification of temporal properties of reactive systems. Beneath the symbolic state space traversal, the other essential key ingredient to our solution is the use of synchronous programming languages to achieve descriptions of the system.

Having constructed real-time models considering logical as well as physical time (cf. chapter 6), allows us to compute exact results, i.e., to overcome the known problem of computing only highly pessimistic results due to simply adding maximal bounds (cf. section 1.1.3). To this end, the WCET analysis problem is transfered into a symbolic state space exploration problem, which is performed on a given TKS. We emphasize, that our technique is not dependent on the type (logical or physical) of the TKS’s time notion. Hence, it can directly be applied to both, low-level- and high-level WCET analysis. For this purpose, we reduce both problems to the

---

1 In fact, time by itself reveals the truth.

ΠΙΝΔΑΡΟΣ (518 - 440 BC)
same UDS–symbolic state space exploration problem, as follows:

By the semantics of synchronous languages, there will be only finitely many micro steps in a macro step. If logical time is considered, then a given TKS was obtained by abstraction techniques like the ones introduced in section 6.1.2. This means that the notions of logical time correspond to macro steps that were declared to be irrelevant for verification purposes. Nevertheless, these abstracted macro steps must be considered for WCET and BCET analysis, since they consume time. Using the algorithm of Figure 4.3 given in section 4.1, we can obtain a UDS out of the given TKS. This is allowable due to the fact, that we do not consider the evaluation of any JCT formulae, but compute only longest and shortest paths of the transition system. On the other hand, applying the algorithm of Figure 4.3 when physical time is considered, is valid due to the fact that physical time is running on a TKS equally fast on all transitions. In other words, the obtained UDS contain only transitions that are synchronized and consume one unit of physical time. Hence, they can be considered as synchronized macro steps.

Our procedure works as follows: We start with a synchronous program and translate this program as described in chapter 6 into a TKS. Clearly, if only high-level analysis is to be considered, one can avoid all TKS-generation procedures described in chapter 6 and directly use the formal model obtained from the compiler. The algorithm presented in Figure 7.1 of section 7.1.1 is then used to compute the minimal and maximal numbers of macro steps necessary to reach a set of control flow states from another set of control flow states. Additionally, we can count the number of visits of a third set of states while the control flow moves from to . It is also possible to compute the input sequences that lead to these number of iterations. To specify sets , , and , it is convenient to make use of the control flow predicates given in section 2.2. Hence, we are able to compute the exact minimal and maximal reaction times in terms of macro steps. In particular, we can compute path information like loop bounds, the minimal/maximal number of macro steps required to reach a certain program location from another one, as well as infeasible paths.

There is some related work like [28] where similar algorithms for runtime analysis on transition systems have been considered. However, in contrast to our approach, [28] is not integrated in a design flow, i.e. it has no relationship to the program source, and hence, is not able to compute program related properties like the minimal/maximal numbers of loop iterations. The transition systems we analyze are obtained from synchronous programs that are used for automatic hardware and software generation. Hence, our approach is not restricted to logical steps, but enables also low-level WCET and BCET analysis.

7.1 WCET Analysis of Synchronous Programs

The presentation of the semantics in the form indicated in Figure 6.6 is the basis of our execution time analysis. However, the key problem in execution time analysis, namely to determine how many transitions can be taken from a state set to another state set , is still an undecidable
problem. Nevertheless, if we assume that all data types used in the program are finite, then we can compile the program to a classical finite state machine (fsm). Clearly, the obtained fsm will normally suffer from the enormous state explosion. For this reason, we use a symbolic representation in the sense of symbolic state space exploration [11, 22]. The key idea is thereby that sets are not explicitly stored; instead the characteristic function is represented as a Boolean formula that is itself stored in a canonical normal form (BDDs [17]).

### 7.1.1 Determining Path Information

In this section, we present techniques for WCET and BCET analysis of a given UDS that corresponds to a synchronous program. In particular, we explain how the lower and upper bounds of loop iterations can be efficiently calculated.

The essential task of high-level WCET and BCET analysis is then that for given sets of states $S_\alpha$ and $S_\gamma$, we have to compute the minimal and maximal numbers of transitions necessary to reach $S_\gamma$ from $S_\alpha$. $S_\alpha$ and $S_\gamma$ are thereby represented as formulae $\alpha$ and $\gamma$.

We can furthermore determine the minimal and maximal number of loop iterations in that we count the number of visits in a further set of states $S_\beta$, while traversing from $S_\alpha$ to $S_\gamma$. For example, for a loop do $S$ while $\sigma$, we can use the following formulae to compute the number of loop iterations:

- $\alpha :\equiv \neg \text{inside}(S) \land \text{enter}(S)$. $\alpha$ describes all situations where the control flow is not yet inside the loop body $S$ ($\neg \text{inside}(S)$), but will enter the loop body right now ($\text{enter}(S)$).

- $\beta :\equiv \text{terminate}(S) \land \sigma$. $\beta$ describes all situations where the execution of the loop body $S$ currently terminates ($\text{terminate}(S)$) and the loop condition $\sigma$ holds. Hence, the loop body is once more executed.

- $\gamma :\equiv \text{terminate}(S) \land \neg \sigma$. $\gamma$ describes all situations where the execution of the loop body $S$ currently terminates ($\text{terminate}(S)$) and the loop condition $\sigma$ does not hold. Hence, the loop terminates.

Using symbolic representations of the properties $\alpha$, $\beta$, and $\gamma$, it is straightforward to compute the corresponding sets of states $S_\alpha$, $S_\beta$, and $S_\gamma$ of the Kripke structure, where $\alpha$, $\beta$, and $\gamma$, respectively, hold.

In the first place, we must ensure that the given program is correctly implemented, i.e. that all computation paths starting at $S_\alpha$ will finally reach $S_\gamma$. This correctness property can be easily verified by checking the following CTL property, that states that all computation paths that start in $S_\alpha$ must finally reach $S_\gamma$:

$$\text{AG}(\alpha \rightarrow \text{AF}\gamma)$$

For the above properties $\alpha$, $\beta$, and $\gamma$ this means that the loop will terminate for all inputs. The final WCET / BCET analysis together with the calculation of bounds for loop iterations is then
function EHLA(\(U, S_\alpha, S_\beta, S_\gamma\))
\(i = \text{bound} := 0\);
\(T = S_{\alpha \gamma} := \{}\);
repeat
  if \(S_\alpha \cap S_\gamma \neq \{}\) then
    \(T := T \cup \{i\}\);
    \(S_\alpha := S_\alpha \setminus S_\gamma\);
  endif;
  \(S_\alpha := \{s' \in S \mid (s, s') \in U \wedge s \in S_\alpha\}\);
  \(S_{\alpha \gamma} := S_{\alpha \gamma} \cup S_\alpha\);
  \(i := i + 1\);
until \(S_\alpha := \{}\);
\(S_{\alpha \beta \gamma} := \{s \in S \mid s \notin S_\alpha \cup S_\beta \cup S_\gamma\}\);
\(U_{\alpha \gamma} := \{(s, s') \mid s \in S_{\alpha \gamma} \land s' \in S\}\);
\(U_{\text{short}} := \text{Shortcut}(U_{\alpha \gamma}, S_{\alpha \beta \gamma})\);
\(U_\beta := \{(s, s') \in U_{\text{short}} \mid s \in S_\alpha \land s' \in S_\beta\}\);
\(S_{\text{next}} := \{s \in S_\beta \mid \exists s' \in S. (s, s') \in U_\beta\}\);
repeat
  \(S_{\text{next}} := \{s' \in S_\beta \mid \exists s \in S. (s, s') \in U_{\text{short}} \cap (S_{\text{next}} \times S)\}\);
  \(\text{bound} := \text{bound} + 1\);
until \(S_{\text{next}} := \{}\);
return (\(T, \text{bound} - 1\));
end function

Figure 7.1: Determining Minimal and Maximal Computation Paths and Loop-Iterations

performed by the function EHLA (Exact High- and Low Level Analysis), shown in Figure 7.1. Arguments of the algorithm are the transition relation \(U\) of the UDS, the source set of states \(S_\alpha\), the set of target states \(S_\gamma\), and the set of states \(S_\beta\). As an invariant, the algorithm stores in \(S_\alpha\) the set of states that can be reached within \(i\) steps from the originally given set \(S_\alpha\). Using a breadth first search, the algorithm successively computes all successor states of the current set \(S_\alpha\). A variable \(i\) is used to count the number of macro steps taken so far, and a set \(T \subseteq \mathbb{N}\) stores the lengths of paths from \(S_\alpha\) to \(S_\gamma\).

For the calculation of \(S_\beta\)-visits, we must consider the fact that paths of different length will reach \(S_\beta\), at different points of time. To avoid multiple counting of \(S_\beta\)-visits occurring due to such time differences, we use the algorithm \text{Shortcut} introduced in section 6.2.2 (cf. Figure 6.9), in order to equalize first the time needed to reach \(S_\beta\) from \(S_\alpha\). Using \text{Shortcut}, the algorithm EHLA simply eliminates all non-\(\alpha\), non-\(\beta\) and non-\(\gamma\) states between \(S_\alpha\), \(S_\beta\) and \(S_\gamma\), so that \(S_\beta\) can be reached equally fast from \(S_\alpha\), regardless of the followed path.
ShortCut works according to a similar principle as the Chronos algorithm of Figure 6.2, explained in section 6.1.2. To guarantee a cycle-free input needed for these kind of algorithms, the first loop in EHLA collects in the set $S_\alpha$ the states between $S_\alpha$ and $S_\gamma$. Only these states are then considered by ShortCut, which are guaranteed cycle-free, due to (2).

![Diagram](image)

Figure 7.2: Function of the ShortCut algorithm in WCET Analysis

Fig. 7.2 shows an example for the function of the ShortCut algorithm for the WCET analysis approach. The algorithm computes first the transitions $U_{\text{cut}}$ that exit sequences of non-$\alpha$, non-$\beta$ and non-$\gamma$ states. In the upper part of Fig. 7.2 these states are marked with "1". In the following loop, the algorithm traverses backwards, replacing current non-$\alpha$, non-$\beta$ or non-$\gamma$ states by edges and computing simultaneously their predecessors. These predecessors are marked in the upper part of Fig. 7.2 with "2" (to be eliminated in the second iteration) and "3" (to be eliminated in the third iteration). The algorithm terminates when all non-$\alpha$, non-$\beta$ and non-$\gamma$ states are eliminated, i.e. when no such states are contained in the computed predecessors, as shown in the lower part of Fig. 7.2.

It is easily seen that the loop in ShortCut will be repeated at most $d_{\text{len}}$ times, where $d_{\text{len}}$ is the maximal length of a finite sequence of non-$\alpha$, non-$\beta$ and non-$\gamma$ states.

Two main things must be checked within the EHLA-loops:

- If a path reaches the target set of states $S_\gamma$ (checked by $S_\alpha \cap S_\gamma \neq \{\}$), then the current number of macro steps $i$ is added to the set $T$, and the path is removed from the current set $S_\alpha$ (so it will not be considered further). The algorithm terminates when the set $S_\alpha$ is empty, i.e. if no more paths are left. Then, $T$ will contain lengths of all paths from $S_\alpha$ to
$S_\gamma$. The minimum and maximum of $T$ are then the BCET and WCET, respectively. For compact storage, one can also easily represent $T$ by means of a BDD.

- If some path reaches the set of states $S_\beta$, then the loop bound variable $\text{bound}$ is incremented. At the end of the calculation, $\text{bound} - 1$ will deliver exactly how many times $S_\beta$ can be visited by computations from $S_\alpha$ to $S_\gamma$.

The EHLA algorithm works on finite-state transition systems, but gathers runtime information about the program locations described by $\alpha$, $\beta$, and $\gamma$. Note that the compiler used to generate executable C-code or hardware circuits is the same that is used to compute our finite state machines. Hence, the overall design work flow assures that our runtime analysis determines the correct information.
Chapter 8

Experimental Results and Discussion

Πρός γάρ τό τελευτάιον ἐξῆλθαν ἐκαστὸν τῶν πρῶτων ὑπαρξόντων χρόνων. 1
ΔΗΜΟΣΘΕΝΗΣ (383 - 322 π.Χ.)
(Ολυμπίακος, Γ', 32)

In the previous sections we have presented techniques for the specification, modelling, verification and runtime analysis of real-time systems.

We have implemented these techniques in our tool framework Equinox. Equinox consists of the BDD-based tool JERRY, which is used for model-checking and runtime analysis purposes and a compiler for the extended synchronous language Quartz. According to Fig. 1.2, Fig. 8.1 shows the flow of the techniques presented in this work. Having experimented with many BDD-tools available, we consider the CUDD-package [120] as a reliable BDD-package, offering a great number of useful features. Consequently all our tools use the CUDD-package for BDD-manipulation.

In this section, we present experimental results that we have obtained with Equinox, considering widely used benchmarks. Focusing on the different techniques presented in the previous sections, we consider the different stages of the Equinox framework as follows:

- generation of high-level timed Kripke structures: in order to directly obtain high-level real-time formal models out of industrially-used programming languages and simultaneously allow the use of abstractions, we have developed a real-time extension of the synchronous language Quartz together with its translation to timed Kripke structures. Our extension allows the programmer to declare program locations that are irrelevant for verification. The model is generated in two steps, which we consider separately:
  
  - first the program is translated into a unit-delay structure (UDS)
  - then the Chronos algorithm generates a TKS by ignoring the irrelevant states, while retaining the quantitative information.

1 Based on the last event’s result, all prior existing ones are judged.
DEMOSTHENES (383 - 322 BC)
These techniques are implemented in JERRY. They directly generate a single real-time transition system, thus overcoming the known problem of composing several real-time models.

- **generation of low-level timed Kripke structures by means of runtime analysis:** we have extended JERRY to an exact and detailed low-level runtime analysis in order to perform low-level real-time formal verification. We presented a technique for analyzing the execution times of all single transitions of a synchronous program. This allows JERRY to generate low-level timed Kripke structures out of unit-delay structures: the transitions are labeled with the physical times required to execute the code on the transitions. The generated transition systems have timed transitions that correspond to *non-interruptible atomic actions* and can be verified by means of the real-time temporal logic JCTL.

- **high-level and low-level formal verification:** we have shown that many existing approaches to real-time extensions of CTL are misleading. For this reason, we have developed a new real-time temporal logic JCTL which is directly defined on timed Kripke structures using interpretation $I_J$. We presented efficient symbolic model checking algorithms for JCTL, so that we are able to benefit from established improvements of symbolic state space traversal. These real-time model checking techniques are implemented in JERRY, together with standard qualitative-only CTL model checking algorithms.

- **WCET and BCET analysis:** we have presented a novel approach to analyze execution times of synchronous programs, which is able to compute for all input sequences the number of macro steps that are executed between given program locations $\alpha$, $\beta$ and $\gamma$. In particular, using control flow predicates, we can determine $\alpha$, $\beta$ and $\gamma$ such that the algorithm can be used to compute exact bounds of loop iterations. The overall approach is implemented in JERRY.

Our results clearly show the advantages of Equinox’s and JERRY’s modular structure: having the possibility to store and reuse all models obtained in the intermediate steps of the analysis, allows us to individually start an analysis at each desired step, without having to calculate all previous steps from the beginning. This is very important for formal verification purposes, since one of the main time– and memory-consuming factor is the construction of the first unit-delay structure.

Note that the runtime and memory consumption is always dependent on the initial variable order. For the obtained results we have used the sifting variable reordering of the CUDD-package.
Figure 8.1: Equinox: A Formal Framework for the Specification, Modelling, Verification and Runtime Analysis of Real-Time Systems
8.1 Fischer’s Mutual Exclusion Protocol

It is well-known that program sections of concurrent processes that modify some shared variables have to be protected to avoid inconsistencies of the data structures. The mutual exclusion in systems with concurrent processes is a mechanism, in order to allow different processes exclusive access on resources. Should any process be interrupted by another process during his access on this resources, loss of data or other unwanted effects/events could occur. The area, in which the process is not allowed to be interrupted, is called critical section.

To overcome this problem, several solutions have been suggested. Perhaps the simplest possible algorithm is the one suggested by Michael Fischer [77] and is known as Fischer’s Mutual Exclusion Protocol. Figure 8.2 gives some pseudo-code for the protocol: The protocol is used to protect critical sections for processes. For this purpose, a global lock variable \( \lambda \) of type \( \{0, \ldots, \delta\} \) is used. The role of \( \lambda \) consists of holding the index of the process that is allowed to enter its critical section. The basic idea of the protocol is roughly as follows (cf. the program code in Figure 8.2):

If \( \lambda = 0 \) holds, the critical region is currently not owned by a process, so that a process that wants to enter the section can try to obtain access to the region. It therefore will then assign \( \lambda \) its own process id (line \( s_1 \)). After this, the process will be inactivated for \( \delta \) units of time so that the other \( \delta \) processes have the chance to write their process ids to \( \lambda \). If after that time, \( \lambda \) still contains the process id of the considered process, this process is allowed to enter the critical section and after that, it will release the section by resetting \( \lambda \) to zero.

\[
\begin{align*}
s_{\text{in}\#} & : \quad \text{repeat} \\
s_0 & : \quad \text{await} \; \lambda = 0; \\
s_1 & : \quad \lambda := i; \\
s_2 & : \quad \text{sleep} \; \delta; \\
s_3 & : \quad \text{until} \; \lambda = i; \\
s_4 & : \quad / / \text{critical section} \\
s_5 & : \quad \lambda := 0;
\end{align*}
\]

Figure 8.2: Fischer’s Mutual Exclusion Protocol

The disadvantage of Fischer’s mutex protocol is that it requires for \( n \) processes in each process a delay time \( \delta \) of order \( O(n) \). In the meantime, other solutions have been presented that do not suffer from this disadvantage (cf. [77]). Nevertheless, Fischer’s mutex protocol is an excellent example which has been widely considered by many researchers as a benchmark.

The benchmark consist of \( n \) processes that execute the code given in Figure 8.3. There is a critical section between the locations \( cs_1 \) and \( cs_2 \), i.e. at most one of the processes is allowed to be in between these locations. The access to the critical region is controlled by a shared variable \( x \): when \( x = 0 \) holds, the region is free, \( x \in \{1, \ldots, n\} \) means that the process with the identifier \( x \) is granted access to the region. A process tries to assign its process identifier \( pid \) to a shared variable \( x \). As the processes are executed in an interleaved manner, there will be no
write conflict in doing so, and it may be the case that after having written $x$, it may no longer have the value $pid$ when the process reaches the location $wait_2$.

```
module FischerProcess:
  input running, pid : integer;
  output x : integer;
  suspend
    do
      wait_1 : await (x = 0);
      next(x) := pid;
      wait_2 : pause
      while (x ≠ pid);
      cs_1 : pause;
      /* critical section */
      cs_2 : pause;
      x := 0;
      wait_3 : halt
    when running
end
```

Figure 8.3: A Process in Fischer’s Protocol

We have used JERRY to model, analyze and verify Fischer’s protocol up to 30 processes. The runtime and memory requirements obtained on an Intel Pentium 3 platform with 1 GHz and 1 GByte of main memory that runs under Linux are given in the next sections.

### 8.1.1 UDS Generation

The first part of the automatic formal analysis by means of Equinox is always the generation of the unit-delay structure. Table 8.1 shows the results for Fischer’s UDS generation for $n$ processes.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (number of processes). The second column shows how many Boolean variables were necessary to encode the state transition diagram, which means that the system has $2^n\sigma$ reachable states. Column three shows the determined runtimes for the UDS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively.
Table 8.1 shows that JERRY has the ability to handle very large systems. The generated model for 30 Fischer processes requires 186 boolean variables, which means that it includes $2^{186}$ reachable states. To be able to directly compare our results with other tools, we have generated all smaller models between 2 - 10 processes and proceeded in 5-steps for models above 10 processes, which could not be handled by some tools.

Note that the runtimes include also the time needed for exporting and storing the formal model and all other needed data on hard disk.

![Figure 8.4: Fischer: UDS Generation Time](image-url)
### Fischer: UDS generation

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>BDD nodes</th>
<th>Memory kB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>0.15</td>
<td>230</td>
<td>4765</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.27</td>
<td>424</td>
<td>4770</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.40</td>
<td>711</td>
<td>4855</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.77</td>
<td>1156</td>
<td>5084</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>0.93</td>
<td>1523</td>
<td>5206</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>2.23</td>
<td>1979</td>
<td>5462</td>
</tr>
<tr>
<td>8</td>
<td>53</td>
<td>2.37</td>
<td>2712</td>
<td>5472</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>6.47</td>
<td>3346</td>
<td>5635</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>10.67</td>
<td>6501</td>
<td>6962</td>
</tr>
<tr>
<td>20</td>
<td>126</td>
<td>34.36</td>
<td>8714</td>
<td>14567</td>
</tr>
<tr>
<td>25</td>
<td>156</td>
<td>1:13.92</td>
<td>17527</td>
<td>16430</td>
</tr>
<tr>
<td>30</td>
<td>186</td>
<td>3:48.28</td>
<td>26531</td>
<td>27842</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.1: UDS Generation for Fischer’s Mutex Protocol

![Graph showing memory usage vs. number of processes](https://via.placeholder.com/150)

Figure 8.5: Fischer: UDS Generation Memory
8.1.2 High-Level TKS Generation - Chronos

The generation of the high-level TKS uses the algorithm Chronos, explained in section 6.1.2. Compared to other benchmarks discussed in the next sections, the chosen abstraction for the Fischer benchmark is small, since a coarser abstraction would probably ignore important details. Table 8.2 shows the obtained results. All experiments were run on a Pentium 3 with 1GHz and 1GByte of main memory.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (number of processes). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the logical times on the transitions. This means that the system has $2^n$ reachable states and the longest transition of the system is not exceeding $2^{n\times\text{var}}$ logical time units. Column three shows the determined runtimes for the high-level TKS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. Column six finally, shows the minimum and maximum duration (in logical time units) of the transitions contained in the high-level TKS.

<table>
<thead>
<tr>
<th>Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>34</td>
<td>2</td>
<td>0.53</td>
<td>636</td>
<td>666</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>2</td>
<td>4.42</td>
<td>2222</td>
<td>2299</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>2</td>
<td>12.99</td>
<td>3856</td>
<td>4097</td>
</tr>
<tr>
<td>20</td>
<td>126</td>
<td>2</td>
<td>36.01</td>
<td>8230</td>
<td>8636</td>
</tr>
<tr>
<td>25</td>
<td>156</td>
<td>2</td>
<td>45.63</td>
<td>9708</td>
<td>9731</td>
</tr>
<tr>
<td>30</td>
<td>186</td>
<td>2</td>
<td>1:21.30</td>
<td>16764</td>
<td>17061</td>
</tr>
</tbody>
</table>

Table 8.2: High-Level TKS Generation for Fischer’s Mutex Protocol

The generation of the high-level model clearly shows how effective the use of abstractions can be in praxis. Even small abstractions, like the one used here, can lead to impressive results. Here, only 2 variables are required to represent time. Nevertheless, as can be seen, the size in BDD nodes of the generated TKS is significantly smaller (approx. 68% at average) than the size of the first generated UDS (cf. Table 8.1). Moreover, the use of time variables in order to keep the time-information stored, only adds a very small amount of BDD nodes (approx. 3.5% at average) to the abstract UDS. This is of essential importance for later verification purposes, where the runtimes and memory consumption will depend on the size of the formal model.
Figure 8.6: Fischer: High-Level TKS Generation Time

Figure 8.7: Fischer: High-Level TKS Generation Memory
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The symbolic breadth-first search traversing of the algorithm Chronos, makes it possible to easily compute large systems, like the one for 30 Fischer processes, which requires 186 boolean variables. The runtimes and the memory consumption show a quadratic growth to the number of processes. The results clearly depend on the variable ordering of the BDDs. For these experiments we used sifting as reordering method, which is a good average solution. Using other reordering methods it is generally possible to obtain also smaller TKSs, but this might also result in worse runtimes.

JERRY offers many variants of initial variable orderings, but also many options in order to benefit from the variety of functions offered by the CUDD BDD package.

8.1.3 Low-Level TKS Generation - Runtime Analysis

For the generation of low-level TKSs, an exact runtime analysis for the appropriate architecture is necessary (cf. section 6.2). We have performed this for three different architectures:

- Pentium 3, 1GHz, 1GB
- Ultrasparc III, 750MHz, 512MB
- Pentium 4, 2GHz, 512MB

The results for the obtained low-level TKSs and the runtime analysis are given in tables 8.3, 8.5 and 8.4.

The columns of the tables are as follows: The first column denotes the instantiation of the benchmark’s parameter (number of processes). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the physical times on the transitions. This means that the system has \(2^n\) reachable states and the longest transition of the system is not exceeding \(2^{L_{max}} \times 10^{-5}\) seconds. Column three shows the determined runtimes for the runtime analysis and the low-level TKS generation, which are executed parallel.

Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. The last column finally, shows the determined runtimes for the minimal and maximal macro steps (in seconds \(\times 10^{-5}\)) on the target machines.

Note that each transition within the system holds exactly the time, which is needed for its own execution and this time lies always between the minimal and the maximal value. It’s interesting to see that, on the Pentium 3, the executable code for four concurrent processes consumes more time (longest maximum transition) than the code for five processes. This shows the necessity of an exact analysis, since an estimation of runtime, based on a few example-data only, can be very misleading.
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Fischer: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] (10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>min</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>2</td>
<td>3.96</td>
<td>268</td>
<td>317</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>3</td>
<td>4.27</td>
<td>418</td>
<td>441</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>4</td>
<td>8.17</td>
<td>559</td>
<td>581</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>3</td>
<td>47.62</td>
<td>693</td>
<td>776</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>4</td>
<td>7:23.99</td>
<td>1068</td>
<td>1167</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>4</td>
<td>1:10:35.62</td>
<td>1487</td>
<td>1635</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.3: Low-Level TKS Generation for Fischer’s Protocol on Pentium 3 Architecture

Fischer: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] (10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>min</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>1</td>
<td>2.63</td>
<td>268</td>
<td>270</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>2</td>
<td>2.88</td>
<td>418</td>
<td>449</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>3</td>
<td>4.95</td>
<td>560</td>
<td>618</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>3</td>
<td>29.06</td>
<td>676</td>
<td>771</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>3</td>
<td>4:36.66</td>
<td>1119</td>
<td>1244</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>3</td>
<td>46:59.29</td>
<td>1544</td>
<td>1721</td>
</tr>
</tbody>
</table>

Pentium 4, 2GHz, 512MB

Table 8.4: Low-Level TKS Generation for Fischer’s Protocol on Pentium 4 Architecture

Fischer: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] (10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>min</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>4</td>
<td>5.69</td>
<td>268</td>
<td>330</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>4</td>
<td>5.35</td>
<td>326</td>
<td>365</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>5</td>
<td>12.89</td>
<td>577</td>
<td>624</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>5</td>
<td>1:28.20</td>
<td>745</td>
<td>1016</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>6</td>
<td>14:41.80</td>
<td>1110</td>
<td>1306</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>6</td>
<td>2:30:27.29</td>
<td>1506</td>
<td>1668</td>
</tr>
</tbody>
</table>

Ultrasparc III, 750MHz, 512MB

Table 8.5: Low-Level TKS Generation for Fischer’s Protocol on Ultrasparc III Architecture
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Figure 8.8: Fischer: Low-Level TKS Generation Time - Log. Scale

Figure 8.9: Fischer: Low-Level TKS Generation Memory
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Considering physical execution times in order to generate the low-level TKS clearly increases the complexity of the system by a formidable time-factor. This time-factor is represented by the additional time-variables.

Nevertheless, it can be seen that JERRY can easily generate low-level formal models for 7 processes. In other words, the low-level performance of JERRY is even better than the high-level performance of the tool Kronos [75] (cf. Fig. 8.9 of section 8.1.7).

Generally, the Pentium 4 machine shows the best performance, while the Ultrasparc III shows the worst one. Of course, the number of required time-variables depends on the required accuracy that one wants to achieve for the examined system, i.e. the grade of the time’s granulation. JERRY offers options for manually choosing the appropriate time accuracy, e.g. ms, µs, ns, etc. For this benchmark we have set the time granulation at µs × 10, e.g. the longest transitions for 7 and 2 processes in Pentium 3 are 110 µs and 30 µs respectively.

The runtimes for the low-level TKS generation show a fast growth. This is due to the fact, that the execution times of the code are increasing for greater numbers of processes, which in turn results in additional time-variables. This leads to more time-consuming BDD-operations. Please note also that the runtimes depend on the grade of symbolic operations that can be achieved for the specific system (see section 6.2.3). This grade is for the Fischer benchmark very unfavorable, but this is not the case for other benchmarks, like the ones presented in sections A.1.2 and A.2.3.

On the other hand, it can be seen that the memory consumption remains very low, which clearly allows the generation of further systems with more than 7 processes, without the need of great amounts of memory.
8.1.4 WCET Analysis

For the WCET and BCET analysis we have obtained the results given in Table 8.6 for \( n \) processes. In particular, we have determined the smallest and largest number of macro steps it may take for a process to complete its task, i.e. to reach location \( \text{wait}_3 \) (cf. Fig. 8.3).

The symbolic breadth-first search traversing of the algorithm EHLA allows JERRY to easily analyze large systems, like the one for 30 Fischer processes, which requires 186 boolean variables.

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
<th>BCET</th>
<th>WCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>34</td>
<td>0.53</td>
<td>4908</td>
<td>12264</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>2.19</td>
<td>5261</td>
<td>28616</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>9.53</td>
<td>5960</td>
<td>66430</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>20</td>
<td>126</td>
<td>22.44</td>
<td>7384</td>
<td>147168</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>25</td>
<td>156</td>
<td>49.18</td>
<td>12997</td>
<td>234038</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>30</td>
<td>186</td>
<td>1:06.26</td>
<td>14501</td>
<td>317842</td>
<td>125</td>
<td>125</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.6: WCET and BCET Analysis for Fischer’s Mutex Protocol

According to the results, we can see that the WCET of a system with \( n \) processes is \( 4n + 5 \), which would not be so simple to obtain analytically.

The runtimes and the memory consumption show a quadratic growth to the number of processes. In particular, for the runtimes we have approximately \( 0.02n^2s \) for 5 and 10 processes, \( 0.04n^2s \) for 15 processes, \( 0.05n^2s \) for 20 processes and \( 0.075n^2s \) for 25 and 30 processes.

For the memory consumption we have approximately \( 0.2n^2 \) MB for 5 processes, \( 0.05n^2 \) MB for 10 processes, \( 0.026n^2 \) MB for 15 processes, \( 0.018n^2 \) MB for 20 processes, \( 0.02n^2 \) MB for 25 processes, \( 0.016n^2 \) MB for 30 processes. Furthermore, we can see that the logical steps for BCET and WCET are identical. This is due to the fact, that all processes want to enter the critical region at the same time, while only one is allowed to do so. Hence, there are no points of time, where the critical region remains empty.

The results clearly depend on the variable ordering of the BDDs. For these experiments we used sifting as reordering method, which is a good average solution. Using other reordering methods it is generally possible to achieve better memory consumption, but this might also result in worse runtimes.
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**Figure 8.10: Fischer: EHLA Time**

![Diagram of Fischer EHLA Memory](image)

**Figure 8.11: Fischer: EHLA Memory**
8.1.5 UDS Verification

First we verified qualitative-only properties at UDS-level. These properties guarantee that two different processes will not be present in the critical section at the same time. To prove this, we check all possible combinations of all possible processes. In other words, the number of specifications to be checked grows with the number of processes as follows:

- for 5 processes 20 different specifications
- for 10 processes 90 different specifications
- for 15 processes 210 different specifications
- for 20 processes 380 different specifications
- for 25 processes 600 different specifications
- for 30 processes 870 different specifications

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>34</td>
<td>0.42</td>
<td>4786</td>
<td>7154</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>1.90</td>
<td>5027</td>
<td>18369</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>6.05</td>
<td>5336</td>
<td>33726</td>
</tr>
<tr>
<td>20</td>
<td>126</td>
<td>20.58</td>
<td>6172</td>
<td>80738</td>
</tr>
<tr>
<td>25</td>
<td>156</td>
<td>33.04</td>
<td>6630</td>
<td>106288</td>
</tr>
<tr>
<td>30</td>
<td>186</td>
<td>51.60</td>
<td>7180</td>
<td>135926</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.7: Verification of Qualitative Properties at UDS-Level for Fischer’s Mutex Protocol

Due to the increasing number of specifications to be verified, the runtimes and the memory consumption show a quadratic growth to the number of processes (cf. Table 8.7). In particular, for the runtimes we have approximately 

- for 5, 10 and 15 processes, and
- for 20, 25 and 30 processes.

For the memory consumption we have approximately

- for 5 processes, 0.02$n^2$ MB for 10 processes, 0.023$n^2$ MB for 15 processes, 0.015$n^2$ MB for 20 processes, 0.01$n^2$ MB for 25 processes, 0.008$n^2$ MB for 30 processes.

These values are satisfactory to the praxis: as can be seen in Table 8.7, JERRY needs only 51.6 seconds and 7180 kB of main memory to check 870 specifications in a system with $2^{86}$ states. Again, the results depend on the variable ordering of the BDDs. For these experiments we used sifting as reordering method, which is a good average solution. Using other reordering methods it is generally possible to obtain also smaller TKSs, but this might also result in worse runtimes.
8.1.6 High-Level TKS Verification

Fischer’s mutex protocol is well-suited for checking and comparing the performance of different JCTL-operators. For this purpose, we have tested the operators

- $\text{EF}^k \varphi \equiv \text{E}[1 \cup^k \varphi]$
- $\text{AF}^k \varphi \equiv \neg \text{EG}^k \neg \varphi$
- $\text{AG}^k \varphi \equiv \neg \text{E}[1 \cup^k \neg \varphi]$

according to the results of WCET and BCET analysis. In particular, we have proved the correctness of the WCET and BCET analysis by checking the following real-time specifications:

- Property 1: $\text{EF} = \text{WCET}_\Phi$
- Property 2: $\text{AF} = \text{WCET}_\Phi$
- Property 3: $\text{AG} = \text{WCET}_\Phi$

where $\Phi$ stands for: “all processes have visited the critical section and switched to their final state”. Note that, properties 2 and 3 are true, due to the fact that in the Fischer benchmark we have $\text{BCET} = \text{WCET}$ (cf. Table 8.6). The verification results of Table 8.8 clearly show that also the quantitative JCTL-operators can easily handle very large systems.

The results of this section clearly demonstrate JERRY’s stable functioning: As can be seen in Table 8.8 and Figures 8.12 and 8.13, the operators $\text{EF}^k$ and $\text{AG}^k$ show almost the same behavior for their runtimes and memory consumption. This is an expected result, due to the duality of these operators (cf. definition 13 of section 3.2.2).

The runtimes and memory consumption of $\text{EF}^k$ and $\text{AG}^k$ show a quadratic growth to the number of processes. In particular, for the runtimes we have approximately $0.02n^2s$ for 5 and 10 processes, $0.05n^2s$ for 15 processes, $0.07n^2s$ for 20 and 25 processes and $0.09n^2s$ for 30 processes. For the memory consumption we have approximately $0.2n^2$ MB for 5 processes, $0.05n^2$ MB for 10 processes, $0.02n^2$ MB for 15 and 25 processes and $0.015n^2$ MB for 20 and 30 processes.

In contrast to $\text{EF}^k$ and $\text{AG}^k$, the runtimes and memory consumption of the $\text{AF}^k$ operator show a cubic growth to the number of processes. This is also an expected result, due to its duality to the $\text{EG}^k$ operator (cf. definition 13 of section 3.2.2): $\text{EG}^k$ uses additional BDD-operations in order to compute the set of states required for each iteration (cf. Figure 5.5 of section 5.1).

In particular, for the runtimes we have approximately $0.003n^3s$ for 5 processes, $0.01n^3s$ for 10 processes and $0.015n^3s$ for 15, 20, 25 and 30 processes. For the memory consumption we have approximately $0.04n^3$ MB for 5 processes, $0.09n^3$ MB for 10 processes, $0.004n^3$ MB for 15 processes, $0.002n^3$ MB for 20 and 25 processes and $0.001n^3$ MB for 30 processes.
The results clearly depend on the variable ordering of the BDDs. For these experiments we used sifting as reordering method, which is a good average solution. Using other reordering methods it is generally possible to achieve better memory consumption, but this might also result in worse runtimes.

| Fischer: High-Level Verification - Prop. 1 |
|-------------------------------|-----------------|---------------|----------------|----------------|
| Number of Processes | Variables | Time | Memory | BDD nodes |
| Processes | states | time | h:m:s | kB | |
| 5 | 34 | 2 | 0.39 | 4812 | 6132 |
| 10 | 65 | 2 | 2.68 | 5169 | 22484 |
| 15 | 95 | 2 | 11.74 | 5735 | 52122 |
| 20 | 126 | 2 | 28.67 | 6375 | 85848 |
| 25 | 156 | 2 | 48.11 | 11840 | 162498 |
| 30 | 186 | 2 | 1:18.09 | 13694 | 274918 |

Pentium 3, 1GHz, 1GB

| Fischer: High-Level Verification - Prop. 2 |
|-------------------------------|-----------------|---------------|----------------|----------------|
| Number of Processes | Variables | Time | Memory | BDD nodes |
| Processes | states | time | h:m:s | kB | |
| 5 | 34 | 2 | 0.40 | 4828 | 7154 |
| 10 | 65 | 2 | 9.18 | 8992 | 246302 |
| 15 | 95 | 2 | 56.67 | 13596 | 523264 |
| 20 | 126 | 2 | 1:34.66 | 15906 | 645904 |
| 25 | 156 | 2 | 4:35.25 | 31136 | 1278522 |
| 30 | 186 | 2 | 6:56.66 | 36615 | 1603518 |

Pentium 3, 1GHz, 1GB

| Fischer: High-Level Verification - Prop. 3 |
|-------------------------------|-----------------|---------------|----------------|----------------|
| Number of Processes | Variables | Time | Memory | BDD nodes |
| Processes | states | time | h:m:s | kB | |
| 5 | 34 | 2 | 0.40 | 4828 | 7154 |
| 10 | 65 | 2 | 2.60 | 5286 | 20939 |
| 15 | 95 | 2 | 11.54 | 6349 | 89936 |
| 20 | 126 | 2 | 28.69 | 8466 | 211554 |
| 25 | 156 | 2 | 47.45 | 11658 | 395514 |
| 30 | 186 | 2 | 1:17.78 | 12202 | 427196 |

Pentium 3, 1GHz, 1GB

Table 8.8: Verification of Quantitative Properties at High-Level for Fischer’s Mutex Protocol
Figure 8.12: Fischer: High-Level TKS Verification Time

Figure 8.13: Fischer: High-Level TKS Verification Memory
8.1.7 A Comparison to Other Tools

In order to compare JERRY's performance, we have used some of the most popular tools available, to verify Fischer's mutex protocol. In particular, we have tested Kronos [75], UPPAAL [126] and Cadence-SMV [26]. The results are listed in the Tables 8.9, 8.10, 8.11 and 8.12 shown below.

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Model Construction h:m:s</th>
<th>Memory kB</th>
<th>Verification h:m:s</th>
<th>Memory kB</th>
<th>Total Runtime h:m:s</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.10</td>
<td>1232</td>
<td>0.10</td>
<td>1600</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>1422</td>
<td>0.10</td>
<td>1876</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>0.90</td>
<td>1766</td>
<td>0.30</td>
<td>2476</td>
<td>1.20</td>
</tr>
<tr>
<td>5</td>
<td>1.36</td>
<td>11020</td>
<td>1.31</td>
<td>16200</td>
<td>2.67</td>
</tr>
<tr>
<td>6</td>
<td>1:50.10</td>
<td>73500</td>
<td>8.62</td>
<td>85132</td>
<td>1:58.72</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.9: Verification of Fischer's Mutex Protocol with Kronos

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.03</td>
<td>1780</td>
</tr>
<tr>
<td>3</td>
<td>0.04</td>
<td>1820</td>
</tr>
<tr>
<td>4</td>
<td>0.06</td>
<td>1910</td>
</tr>
<tr>
<td>5</td>
<td>0.30</td>
<td>2010</td>
</tr>
<tr>
<td>6</td>
<td>1.54</td>
<td>2820</td>
</tr>
<tr>
<td>7</td>
<td>8.33</td>
<td>6332</td>
</tr>
<tr>
<td>8</td>
<td>40.43</td>
<td>17548</td>
</tr>
<tr>
<td>9</td>
<td>2:21.09</td>
<td>60596</td>
</tr>
<tr>
<td>10</td>
<td>15:55.23</td>
<td>213000</td>
</tr>
<tr>
<td>11</td>
<td>&gt;1.5h</td>
<td></td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.10: Verification of Fischer’s Mutex Protocol with UPPAAL

Furthermore, an overall comparison of all tools is given in Table 8.13. The tool Kronos showed the worst performance of all tested tools. Kronos allowed the verification only up to 6 Fischer processes, due to a limitation on its control states: The default value is set at 2048, where the message “max control states exceeded” appears. We have changed this value manually to the maximum allowed of 32000 and verified up to 6 processes with this. However, for 7 processes was this value not enough.

With the tool UPPAAL we have used the options -A (“use convex hull approximation”) and -T (“optimize time consumption when several properties are examined”). Without these options
<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>0.05</td>
<td>2365</td>
<td>6765</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.10</td>
<td>2678</td>
<td>11828</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.13</td>
<td>3401</td>
<td>22951</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.19</td>
<td>3420</td>
<td>24378</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>0.26</td>
<td>3540</td>
<td>27820</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>0.51</td>
<td>4312</td>
<td>50415</td>
</tr>
<tr>
<td>8</td>
<td>53</td>
<td>0.82</td>
<td>4630</td>
<td>62088</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>0.92</td>
<td>4802</td>
<td>81267</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>1.68</td>
<td>4640</td>
<td>76131</td>
</tr>
<tr>
<td>11</td>
<td>72</td>
<td>12.13</td>
<td>6072</td>
<td>26686</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>35.62</td>
<td>6208</td>
<td>31011</td>
</tr>
<tr>
<td>20</td>
<td>126</td>
<td>2:16.72</td>
<td>10966</td>
<td>67860</td>
</tr>
<tr>
<td>25</td>
<td>156</td>
<td>5:00.63</td>
<td>16360</td>
<td>81707</td>
</tr>
<tr>
<td>30</td>
<td>186</td>
<td>12:02.79</td>
<td>23988</td>
<td>129180</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.11: Verification of Fischer’s Mutex Protocol with Cadence-SMV

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>0.10</td>
<td>4754</td>
<td>7154</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.24</td>
<td>4765</td>
<td>7154</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.41</td>
<td>4855</td>
<td>12264</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.55</td>
<td>4898</td>
<td>14308</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>0.96</td>
<td>5111</td>
<td>26572</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>1.78</td>
<td>5449</td>
<td>47012</td>
</tr>
<tr>
<td>8</td>
<td>53</td>
<td>3.71</td>
<td>5797</td>
<td>67452</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>3.30</td>
<td>5857</td>
<td>70518</td>
</tr>
<tr>
<td>10</td>
<td>66</td>
<td>6.51</td>
<td>6807</td>
<td>126728</td>
</tr>
<tr>
<td>11</td>
<td>72</td>
<td>11.21</td>
<td>7629</td>
<td>174762</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>16.95</td>
<td>7250</td>
<td>151256</td>
</tr>
<tr>
<td>20</td>
<td>126</td>
<td>35.20</td>
<td>14585</td>
<td>340326</td>
</tr>
<tr>
<td>25</td>
<td>156</td>
<td>1:13.41</td>
<td>16648</td>
<td>460922</td>
</tr>
<tr>
<td>30</td>
<td>186</td>
<td>3:49.52</td>
<td>19877</td>
<td>652036</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.12: Verification of Fischer’s Mutex Protocol with JERRY
Figure 8.14: Fischer: Verification Time

Figure 8.15: Fischer: Verification Time - Log. Scale
Fischer’s Mutual Exclusion Protocol

Figure 8.16: Fischer: Verification Memory

Figure 8.17: Fischer: Verification Memory - Log. Scale
the tool’s performance decreases significantly and its results become worse than the Kronos’ results. Using the options, we were able to verify up to 10 processes. We also started a run with 11 processes, which seemed not to come to the end. We decided to interrupt it after 1.5 hour.

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Time (h:m:s)</th>
<th>Memory (kB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kronos</td>
<td>UPPAAL</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
<td>0.03</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>0.04</td>
</tr>
<tr>
<td>4</td>
<td>1.20</td>
<td>0.06</td>
</tr>
<tr>
<td>5</td>
<td>2.67</td>
<td>0.30</td>
</tr>
<tr>
<td>6</td>
<td>1:58.72</td>
<td>1.54</td>
</tr>
<tr>
<td>7</td>
<td>7.06</td>
<td>8.33</td>
</tr>
<tr>
<td>8</td>
<td>40.43</td>
<td>0.82</td>
</tr>
<tr>
<td>9</td>
<td>2:21.09</td>
<td>0.92</td>
</tr>
<tr>
<td>10</td>
<td>15:55.23</td>
<td>1.68</td>
</tr>
<tr>
<td>11</td>
<td>&gt;1.5h</td>
<td>12.13</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>35.62</td>
</tr>
<tr>
<td>20</td>
<td>-</td>
<td>2:16.72</td>
</tr>
<tr>
<td>25</td>
<td>-</td>
<td>5:00.63</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>12:02.79</td>
</tr>
</tbody>
</table>

Table 8.13: Verification of Fischer’s Mutex Protocol - Comparison

Having experimented with several SMV-versions, like CMU SMV 2.4.3, 2.4.4. and 2.4.5, [93], but also NuSMV [31], which is based on the CUDD BDD-package, we found the Cadence-SMV [26] to have the best performance of all. In our experiments, none of the other SMV-versions could handle more than 15 Fischer processes. To our knowledge, this could be the result of a better BDD-variable ordering, used by Cadence-SMV. For the Cadence-SMV experiments we have used the BDD reordering option with sifting.

As can be seen, JERRY performs much better than all other tools, when large systems are considered. For small systems up to 10 processes, the Cadence-SMV shows a slightly better performance. This is due to the fact that JERRY uses many subroutines in order to classify, store and prepare data for later use, necessary for its modular functioning. These data can then be reused in order to perform a system’s analysis at different stages, without having to start everything from the beginning.

Furthermore, as the curves of Figures 8.14, 8.15, 8.16 and 8.17 show, JERRY’s behavior remain more flat and stable as the system’s size grows.
8.1.8 Low-Level TKS Verification

JERRY’s capabilities are best to see in a low-level verification. Here, the original system is endowed by additional physical times, required for the code execution of the synchronous program on specific architectures (cf. section 6.2). This results in an enormous increase of the system’s complexity and gives us the opportunity to demonstrate JERRY’s sophisticated behavior.

Please note that we can not compare the low-level results to any other tool, since there exist no other tools capable of low-level verification. Nevertheless, it is a challenge for us to check JERRY with such high complex systems.

Similar to the high-level verification, we tested different JCTL-operators according to the results of WCET and BCET analysis. In particular, we have proved the correctness of the WCET and BCET analysis by checking the following real-time specifications:

- Property 4: $\text{EF} \leq (\text{WCET} \times \text{max\_trans}) \Phi$
- Property 5: $\text{AF} \leq (\text{WCET} \times \text{max\_trans}) \Phi$
- Property 6: $\text{AG} \geq (\text{WCET} \times \text{max\_trans}) \Phi$

where $\Phi$ stays for: “all processes have visited the critical section and switched to their final state”. $\text{max\_trans}$ is the maximum transition included in the system, as can be obtained from the Tables 8.3, 8.5 and 8.4. Note that, properties 2 and 3 are true, due to the fact that in the Fischer benchmark we have $\text{BCET} = \text{WCET}$ (cf. Table 8.6).

The verification results are shown in Tables 8.14, 8.15 and 8.16. In order to give an overview and compare different architectures, we consider also comparisons of the used target machines, shown in Figures 8.18, 8.19, 8.20, 8.21, 8.22, and 8.23. Generally, the model obtained for the Pentium 4 architecture benefits from having less time variables, due to faster code execution, which leads to better results. However, due to variable-reordering procedures, the Pentium 4 model has in many cases more BDD-nodes than the other two models (cf. Tables 8.3, 8.4 and 8.5 in section 8.1.3). This reduces sometimes significantly the performance for this model. For example, for the verification of properties 5 and 6 for 7 processes, the Pentium 4 model shows higher memory consumption (kBytes and BDD-nodes) than the Pentium 3 model. The Ultra-sparc III model has the longest timed transitions, which increases its complexity and leads to worse model-checking results by the BDD-operators.

It’s clearly to see that all operators have a good, stable performance and can easily handle the system. Moreover these results demonstrate the importance of JERRY’s modular design: As can be seen by comparing with Tables 8.3, 8.5 and 8.4, the main time consuming factor for the low-level verification is not the verification itself, but the generation of the low-level model, performed in section 8.1.3. JERRY has the capability of storing the model together with all other important information and hence, can start the analysis directly at the low-level verification stage, overcoming repeated (and needless) model generations.
The verification runtimes are too low (max. 3.42 seconds for Ultrasparc III) to allow us to make solid statements about their behavior. Moreover, the memory consumption is here mainly caused by the initialization and loading of the formal model and not by the model-checking procedures, which also makes difficult the judgment of their behavior. Nevertheless, we can recognize a quadratic growth to the number of processes for all target machines and all checked properties.

This is in accordance with the results obtained for the operators $EF^a$ and $AG^a$ in section 8.1.6. Property 5 is checking the operator $AF^a$, which showed a cubic growth to the number of processes in section 8.1.6, due to its duality to the $EG^a$ operator (cf. definition 13 of section 3.2.2). Here, only a quadratic growth can be experienced, but this might be the result of the small number of iterations required to check the entire system. Generally, the $EG^a$ operator uses additional BDD-operations in order to compute the set of states required for each iteration (cf. Figure 5.5 of section 5.1).

The results clearly depend on the variable ordering of the BDDs. For these experiments we used sifting as reordering method, which is a good average solution. Using other reordering methods it is generally possible to achieve better memory consumption, but this might also result in worse runtimes.
Fischer’s Mutual Exclusion Protocol

Table 8.14: Verification of Quantitative Properties at Pentium 3 for Fischer’s Mutex Protocol

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>h:m:s</td>
<td>kB</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>0.06</td>
<td>4701</td>
<td>3066</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.25</td>
<td>4770</td>
<td>6132</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.37</td>
<td>4871</td>
<td>11242</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.53</td>
<td>4908</td>
<td>12264</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>1.05</td>
<td>5251</td>
<td>31682</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>1.37</td>
<td>5561</td>
<td>50078</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>h:m:s</td>
<td>kB</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>0.04</td>
<td>4701</td>
<td>3066</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.33</td>
<td>4754</td>
<td>5110</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.56</td>
<td>4807</td>
<td>7154</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.73</td>
<td>4892</td>
<td>11242</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>1.56</td>
<td>4979</td>
<td>15330</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>2.08</td>
<td>5067</td>
<td>19418</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>h:m:s</td>
<td>kB</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>0.05</td>
<td>4701</td>
<td>3066</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.34</td>
<td>4754</td>
<td>5110</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.51</td>
<td>4807</td>
<td>7154</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.68</td>
<td>4876</td>
<td>10220</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>1.61</td>
<td>4962</td>
<td>14308</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>2.13</td>
<td>5099</td>
<td>21462</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.14: Verification of Quantitative Properties at Pentium 3 for Fischer’s Mutex Protocol
### Fischer: Low-Level TKS verification - Pentium 4 - Prop. 4

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>1</td>
<td>0.03</td>
<td>4685</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>2</td>
<td>0.20</td>
<td>4754</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>3</td>
<td>0.30</td>
<td>4791</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>3</td>
<td>0.63</td>
<td>4940</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>3</td>
<td>0.54</td>
<td>4898</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>3</td>
<td>0.99</td>
<td>5079</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

### Fischer: Low-Level TKS verification - Pentium 4 - Prop. 5

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>1</td>
<td>0.03</td>
<td>4685</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>2</td>
<td>0.21</td>
<td>4754</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>3</td>
<td>0.49</td>
<td>4839</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>3</td>
<td>0.78</td>
<td>4844</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>3</td>
<td>0.81</td>
<td>4993</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>3</td>
<td>1.59</td>
<td>5147</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

### Fischer: Low-Level TKS verification - Pentium 4 - Prop. 6

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>1</td>
<td>0.03</td>
<td>4685</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>2</td>
<td>0.22</td>
<td>4754</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>3</td>
<td>0.47</td>
<td>4839</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>3</td>
<td>0.78</td>
<td>4844</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>3</td>
<td>0.79</td>
<td>4977</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>3</td>
<td>1.58</td>
<td>5161</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.15: Verification of Quantitative Properties at Pentium 4 for Fischer’s Mutex Protocol
### Fischer's Mutual Exclusion Protocol

#### Table 8.16: Verification of Quantitative Properties at Ultrasparc III for Fischer’s Mutex Protocol

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>0.04</td>
<td>4717</td>
<td>4088</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.21</td>
<td>4802</td>
<td>8176</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.41</td>
<td>4956</td>
<td>16352</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.45</td>
<td>4863</td>
<td>9198</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>0.97</td>
<td>5473</td>
<td>44968</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>1.64</td>
<td>6367</td>
<td>97090</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>0.07</td>
<td>4765</td>
<td>7154</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.37</td>
<td>4754</td>
<td>5110</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.89</td>
<td>4856</td>
<td>10220</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.79</td>
<td>4910</td>
<td>12264</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>1.71</td>
<td>5032</td>
<td>18396</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>3.41</td>
<td>5221</td>
<td>28616</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15</td>
<td>0.06</td>
<td>4765</td>
<td>7154</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.37</td>
<td>4754</td>
<td>5110</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0.84</td>
<td>4840</td>
<td>9198</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
<td>0.76</td>
<td>4911</td>
<td>12264</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>1.62</td>
<td>5016</td>
<td>17374</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>3.31</td>
<td>5253</td>
<td>30660</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table 8.16: Verification of Quantitative Properties at Ultrasparc III for Fischer’s Mutex Protocol
Figure 8.18: Fischer: Low-Level TKS Verification Time - Property 4

Figure 8.19: Fischer: Low-Level TKS Verification Memory - Property 4
Figure 8.20: Fischer: Low-Level TKS Verification Time - Property 5

Figure 8.21: Fischer: Low-Level TKS Verification Memory - Property 5
Figure 8.22: Fischer: Low-Level TKS Verification Time - Property 6

Figure 8.23: Fischer: Low-Level TKS Verification Memory - Property 6
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Appendix A

Further Experimental Results

"Отделите души от души." ¹
ΣΟΦΟΚΛΗΣ (495 - 406 π.Χ.)
(Αντιγόνη, 1195)

A.1 Bus Arbiter

Bus-based systems consist of a central bus with several users, who use this as a message-channel for the exchange of information. A central problem in this context is the allocation of the bus to different users, so that no writing conflicts occur. This method of allocation is called arbitration. The idea for the arbitration process used here originates from the DMA-controller of Martin [94].

If some processes signal the necessity for a bus access, then the bus arbiter has to choose one of them and inform it that the access on the bus is permitted. After that, in order to ensure access exclusivity on the central bus, the arbiter has to wait for the end of the access to take further decisions. This will be given by a respective signal by the active process and informs that the bus is free and hence, access rights can be given again by the arbiter.

The implementation in Quartz represents several concurrent processes depending on the number of possible bus users. The processes can be divided into three categories: a process for the rotation of the tokens, a process for each bus user to set the persistence as well as a process for the output of the bus-release signals. The implementation of the arbiter is given in Fig. A.1. The signals \( req_1, \ldots, req_n \) represent the bus-request signals of a process \( i \), \( rdy \) is the signal after the end of an access and \( ack_1, \ldots, ack_n \) represent the signaling of the bus allocation to a process \( i \).

¹ Truth is eternally sure.
SOFOCLES (495 - 406 BC)
module arbitrate(req₁, ⋯, reqₙ, rdy, ack₁, ⋯, ackₙ)
loop
  tok₁ : await arb;
  ⋮
  tokₙ : await arb;
end
||
loop
  pr₀₁ : await (req₁ ∧ tok₁);
  pr₁₁ : await !req₁
end
||
  ⋮
||
loop
  pr₀ₙ : await (reqₙ ∧ tokₙ);
  pr₁ₙ : await !reqₙ
end
||
loop
  arb : await(∩ᵢ=₁⁻¹ reqᵢ);
if ∩ᵢ=₁⁻¹ (tokᵢ ∧ pr₁ᵢ) then
  case req₁ ∧ tok₁ ∧ pr₁₁ : emit ack₁;
  ⋮
  case reqₙ ∧ tokₙ ∧ pr₁ₙ : emit ackₙ;
else
  case req₁ : emit ack₁;
  ⋮
  case reqₙ : emit ackₙ;
end;
  wfa : await rdy;
end;

Figure A.1: Arbiter for n Processes in Quartz
A.1.1 UDS Generation

Starting the automatic formal analysis, we first consider again the generation of the unit-delay structure. Table A.1 shows the results for arbiter’s UDS generation for $n$ processes. All experiments were run on a Pentium 3 with 1GHz and 1GByte of main memory.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (number of processes). The second column shows how many Boolean variables were necessary to encode the state transition diagram, which means that the system has $2^n$ reachable states. Column three shows the determined runtimes for the UDS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively.

<table>
<thead>
<tr>
<th>Arbiter: UDS generation</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of Processes</strong></td>
<td><strong>Variables states</strong></td>
<td><strong>Time h.m:s</strong></td>
<td><strong>BDD nodes</strong></td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>0.56</td>
<td>2046</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>2.80</td>
<td>9104</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>13.54</td>
<td>12304</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>24.61</td>
<td>30527</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>53.96</td>
<td>48461</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>2:34.03</td>
<td>45312</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.1: UDS Generation for Arbiter

As can be seen, JERRY has no difficulties to generate a large system for 30 arbiter processes, requiring 154 boolean variables. This means that the system includes $2^{154}$ reachable states.

Please note that the runtimes include also the time needed for exporting and storing the formal model and all other needed data on hard disk.

Note also that due to the structure of the arbiter benchmark it is not possible to perform a WCET analysis, since it can not be guarantied that a process will finish its access on the bus and leave it free for other processes, i.e. there exist paths in the system that can circulate infinitely, so that a WCET cannot be determined (cf. section 7.1.1). This structure, combined with high data dependency leaves also no space for a reasonable abstraction. Thus, we concentrate more on low-level real-time verification, as well as high-level verification of qualitative properties.
Figure A.2: Arbiter: UDS Generation Time

Figure A.3: Arbiter: UDS Generation Memory
A.1.2 Low-Level TKS Generation - Runtime Analysis

In order to use an arbiter within a bus system, certain specifications for transmission speed and latency periods have to exist. These can be translated into formal specifications. Thus, a specification of the form

\[ \text{req}_i \rightarrow \text{AF}^{\leq 100\text{ns}} \text{ack}_i \]

can express a maximum latency on a request signal of 100 ns. However, to express an indication of physical times in a specification, the formal model must contain the exact architecture-related times. For this purpose, we generated low-level TKSs by means of exact runtime analysis for the appropriate architecture (cf. section 6.2). We have performed this for three different architectures:

- Pentium 3, 1GHz, 1GB
- Ultrasparc III, 750MHz, 512MB
- Pentium 4, 2GHz, 512MB

The results for the obtained low-level TKSs and the runtime analysis are given in tables A.2, A.3 and A.4. The columns of the tables are as follows: The first column denotes the instantiation of the benchmark’s parameter (number of processes). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the physical times on the transitions. This means that the system has \(2^{s.v.}\) reachable states and the longest transition of the system is not exceeding \(2^{s.v.} \times 10^{-6}\) seconds. Column three shows the determined runtimes for the runtime analysis and the low-level TKS generation, which are executed parallel. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. The last column finally, shows the determined runtimes for the minimal and maximal macro steps (in seconds \(\times 10^{-6}\)) on the target machines.

Each transition within the system holds exactly the time, which is needed for its own execution. As described in section 6.2.1, the size of generated code is linear to the size of the original synchronous program.

Note that the minimum and maximum execution times here are identical, since this benchmark contains no If-Then-Else-statements. This reduces significantly the runtimes and memory consumption and allows the generation of very large systems, like the Ultrasparc application for 30 processes, which contains 154 states— and 13 time variables and requires only approx. 1.5 min of runtime and 7.3 MBytes of main memory.
### Arbiter: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] $10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>states</td>
<td></td>
<td>kB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>min</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>6</td>
<td>4.73</td>
<td>1482</td>
<td>1489</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>8</td>
<td>7.29</td>
<td>5633</td>
<td>5642</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>9</td>
<td>10.45</td>
<td>10959</td>
<td>10969</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>10</td>
<td>29.88</td>
<td>23391</td>
<td>23402</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>11</td>
<td>51.40</td>
<td>31474</td>
<td>31486</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>11</td>
<td>1:19.32</td>
<td>44259</td>
<td>44271</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.2: Low-Level TKS Generation for Arbiter on Pentium 3 Architecture

### Arbiter: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] $10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>states</td>
<td></td>
<td>kB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>min</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>5</td>
<td>3.13</td>
<td>1422</td>
<td>1428</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>7</td>
<td>4.80</td>
<td>5702</td>
<td>5710</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>7</td>
<td>6.98</td>
<td>11221</td>
<td>11229</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>9</td>
<td>23.00</td>
<td>23391</td>
<td>23401</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>10</td>
<td>39.08</td>
<td>31474</td>
<td>31485</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>10</td>
<td>1:01.88</td>
<td>44259</td>
<td>44270</td>
</tr>
</tbody>
</table>

Pentium 4, 2GHz, 512MB

Table A.3: Low-Level TKS Generation for Arbiter on Pentium 4 Architecture

### Arbiter: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Processes</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] $10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>states</td>
<td></td>
<td>kB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>min</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>8</td>
<td>5.52</td>
<td>1409</td>
<td>1418</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>9</td>
<td>8.38</td>
<td>5073</td>
<td>5083</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>10</td>
<td>16.30</td>
<td>14041</td>
<td>14052</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>11</td>
<td>31.20</td>
<td>23391</td>
<td>23403</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>12</td>
<td>58.35</td>
<td>31208</td>
<td>31221</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>13</td>
<td>1:23.43</td>
<td>44088</td>
<td>44102</td>
</tr>
</tbody>
</table>

Ultrasparc III, 750MHz, 512MB

Table A.4: Low-Level TKS Generation for Arbiter on Ultrasparc III Architecture
Figure A.4: Arbiter: Low-Level TKS Generation Time

Figure A.5: Arbiter: Low-Level TKS Generation Memory
A.1.3 A Comparison to Other Tools

In order to compare JERRY’s performance for the qualitative specifications of the arbiter, we have tested the benchmark with SMV. As explained in section 8.1.7 we have chosen Cadence-SMV for our tests, as the best performing SMV version.

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>JERRY</td>
<td>SMV</td>
<td>JERRY</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>0.37</td>
<td>0.78</td>
<td>5001</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>2.79</td>
<td>6.24</td>
<td>7150</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>13.12</td>
<td>45.19</td>
<td>18087</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>27.03</td>
<td>3:58.66</td>
<td>14427</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>58.24</td>
<td>3:26.93</td>
<td>28394</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>2:45.66</td>
<td>&gt;800000</td>
<td>52722</td>
</tr>
</tbody>
</table>

Table A.5: Verification of Arbiter with JERRY and SMV

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>JERRY</td>
<td>SMV</td>
<td>JERRY</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>0.23</td>
<td>4743</td>
<td>5110</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>1.60</td>
<td>4956</td>
<td>15330</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>4.50</td>
<td>5298</td>
<td>33726</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>6.08</td>
<td>5561</td>
<td>47012</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>15.05</td>
<td>6008</td>
<td>71540</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>29.56</td>
<td>6433</td>
<td>95046</td>
</tr>
</tbody>
</table>

Table A.6: Arbiter Verification with JERRY without Model Generation

The results of the direct comparison are listed in Table A.5. Furthermore, Table A.6 shows JERRY’s verification results for the verification stage only, i.e. when the formal model is already stored and must not be generated.

As can be seen, Cadence-SMV shows an instable behavior, specially for 20 processes (see also Fig. A.6 and A.7). As we started a run with 30 processes, the main memory consumption increased very fast up to the limit of our main memory, so we were forced to interrupt the run. Furthermore, as the curves of Fig. A.6 and A.7 show, JERRY’s behavior remain more flat and stable as the system’s size grows and has much better runtimes than Cadence-SMV.
Figure A.6: Arbiter: Verification Time

Figure A.7: Arbiter: Verification Memory
Table A.6 finally demonstrates again the benefits of JERRY’s modular design: loading an already stored model lets us start directly the verification, overcoming the model generation. This improves the overall performance results significantly.

**A.1.4 Low-Level TKS Verification**

We have tested JERRY’s performance for the low-level verification of the arbiter benchmark. Here, the original system is endowed by additional physical times, required for the code execution of the synchronous program on specific architectures (cf. section 6.2). This results an enormous increase of the system’s complexity.

Again we want to mention, that we can not compare the low-level results to any other tool, since there exist no other tools capable of low-level verification. Nevertheless, it is a challenge for us to check JERRY with such high complex systems. According to the benchmark’s function, we have proved the following specification:

\[
\text{EF}(arb \land tok_1 \land (AF^{\leq \text{max}_\text{trans}} tok_2))
\]

This specification checks if there exists a path where the following holds: If the arbitration is permitted, then a token will be transmitted and this will happen within the maximum time required for a transition of the system (cf. Tables A.2, A.3 and A.4).

The verification results are shown in Tables A.7, A.8 and A.9. It’s clearly to see that JERRY has a good, stable performance and can easily handle the system. Due to JERRY’s modular design, we can again start the analysis directly at the low-level verification stage, overcoming repeated (and needless) model generations.
### Bus Arbiter

#### Arbi ter: Low-Level TKS Verification - Pentium 3

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>29</td>
<td>0.80</td>
<td>4834</td>
<td>8176</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>6.20</td>
<td>5713</td>
<td>58254</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>26.31</td>
<td>7344</td>
<td>150234</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>1:07:08</td>
<td>14655</td>
<td>337260</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>2:18:46</td>
<td>28580</td>
<td>671454</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>4:47:72</td>
<td>33543</td>
<td>958636</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.7: Verification of Quantitative Properties at Pentium 3 for Arbiter

#### Arbi ter: Low-Level TKS Verification - Pentium 4

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>29</td>
<td>0.78</td>
<td>4882</td>
<td>11242</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>4.50</td>
<td>5751</td>
<td>60298</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>20.71</td>
<td>7405</td>
<td>155344</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>58.33</td>
<td>14325</td>
<td>315798</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>2:09:01</td>
<td>27573</td>
<td>612178</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>3:30:27</td>
<td>20972</td>
<td>940240</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.8: Verification of Quantitative Properties at Pentium 4 for Arbiter

#### Arbi ter: Low-Level TKS Verification - Ultrasparc

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Variables</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>29</td>
<td>1.01</td>
<td>4914</td>
<td>13286</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>6.80</td>
<td>5580</td>
<td>49056</td>
</tr>
<tr>
<td>15</td>
<td>79</td>
<td>33.05</td>
<td>8090</td>
<td>196224</td>
</tr>
<tr>
<td>20</td>
<td>104</td>
<td>1:20:15</td>
<td>15263</td>
<td>376096</td>
</tr>
<tr>
<td>25</td>
<td>129</td>
<td>2:15:80</td>
<td>19876</td>
<td>643860</td>
</tr>
<tr>
<td>30</td>
<td>154</td>
<td>5:48:00</td>
<td>35474</td>
<td>1070034</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.9: Verification of Quantitative Properties at Ultrasparc III for Arbiter
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Figure A.8: Arbiter: Low-Level TKS Verification Time

Figure A.9: Arbiter: Low-Level TKS Verification Memory
A.2 Primality

Another benchmark that we have tested was a program for checking the primality of a given number. The idea is to first check if the number is even, and if not, to divide the number by all odd numbers starting from 3 up to the half of the number to be tested.

Fig. A.10 shows the algorithm in pseudo code. If \( n \) is even and \( n \neq 2 \) holds, then \( n \) is not a prime number (\( n = 2 \) is by definition a prime number). If \( n \) is odd, then \( n \) is divided by odd numbers \( x \) between 3 and \( n/2 \). Then the algorithm checks if the rest of the division is 0. If the algorithm detects a number \( x \) which results 0 as rest of the division, then the \( n \) is not prime - otherwise, it is.

```
Primality(n)
if even(x) then
  if x = 2 then
    return prime;
  end;
else
  forall x >= 3 \& odd(x) \& x < n/2 do
    if n mod x = 0 then
      return non_prime;
    end;
  end;
return prime;
```

Figure A.10: Algorithm for Checking the Primality of a Number \( n \)

In principle, this program is a transformational algorithm. Nevertheless, nowadays different encoding and encrypting algorithms exist, which are based on prime numbers. Thus, if we consider the real-time encryption of data in systems, this algorithm underlies certain real-time constraints. For the Primality benchmark, as well as for the following Euclid’s GCD algorithm, it is important to notice that, in order to focus on testing the tool’s performance, we do not exploit the arithmetic instructions of the microprocessors. Instead, the arithmetic operations of a synchronous program are mapped to the Boolean level and are implemented as bit-operations on the microprocessors.

The program has been instantiated in Quartz for different bits and is given in Figure A.11. The algorithm’s input is the number to be checked. As output, the program returns the signals prime or non_prime. The divisions given by \text{div} 2 in the algorithm are performed by means of a binary shift operation. As division is hard to implement by a combinatorial circuit, we have chosen a sequential algorithm that requires \( b \) steps for a division of two \( b \)-bit numbers.
module Primality :
  input $p : \text{int}[n]$;
  output prime, non_prime;
  local $ls, x : \text{int}[n - 1]$ in
    $a := p$;
    if $a[0]$ then
      weak abort
      $x := 3$;
      if $x < (a \ \text{div} \ 2)$ then emit $ls$ end;
    while $ls$ do
      $d := a$;
      $D : \text{run Division}(d, x, m)$;
      if $m = 0$ then emit non_prime end;
      $\ell_1 : \text{pause}$;
      next$(x) := x + 2$;
      $\ell_2 : \text{pause}$;
      if $x < (d \ \text{div} \ 2)$ then emit $ls$ end
    end
    when non_prime;
    if non_prime then emit prime end else
    if $a = 2$ then emit prime
    else emit non_prime end;
  end;
  $tc : \text{pause}$
end
end

Figure A.11: Algorithm to Test Primality
A.2.1 UDS Generation

We start again by first generating the unit-delay structure for the Primality algorithm. Table A.10 shows the results for the UDS generation for \( n \) bits. All experiments were run on a Pentium 3 with 1GHz and 1GByte of main memory.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram, which means that the system has \( 2^n \) reachable states. Column three shows the determined runtimes for the UDS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>h:m:s</td>
<td></td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>0.85</td>
<td>1267</td>
<td>5036</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>2.25</td>
<td>6705</td>
<td>6059</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>11.13</td>
<td>9280</td>
<td>8992</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>47.11</td>
<td>53516</td>
<td>27845</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>3:43.25</td>
<td>86848</td>
<td>35150</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.10: UDS Generation for Primality Algorithm

Note that the runtimes include also the time needed for exporting and storing the formal model and all other needed data on hard disk.
Figure A.12: Primality: UDS Generation Time

Figure A.13: Primality: UDS Generation Memory
A.2.2 High-Level TKS Generation - Chronos

The generation of a high-level TKS for the primality benchmark uses the algorithm Chronos, explained in section 6.1.2. The benchmark is well-suited to perform abstractions. We have abstract away from the states that regard the internal operations of the division. In particular, we have used the following abstraction (cf. Fig. A.11):

\[
\text{abstract} \\
D : \text{run Division}(d, x, m); \\
\text{end;}
\]

Table A.11 shows the obtained results. All experiments were run on a Pentium 3 with 1GHz and 1GByte of main memory.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the logical times on the transitions. This means that the system has \(2^{t_{\text{var}}}\) reachable states and the longest transition of the system is not exceeding \(2^{t_{\text{var}}}\) logical time units. Column three shows the determined runtimes for the high-level TKS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. Column six finally, shows the minimum and maximum duration (in logical time units) of the transitions contained in the high-level TKS.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>h:m:s</td>
<td>UDS</td>
<td>TKS</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>0.67</td>
<td>667</td>
<td>691</td>
<td>4956</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>3.68</td>
<td>1791</td>
<td>1796</td>
<td>6063</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>8.62</td>
<td>5292</td>
<td>5427</td>
<td>10145</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>45.61</td>
<td>13639</td>
<td>13655</td>
<td>12856</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>2:01.43</td>
<td>46490</td>
<td>46505</td>
<td>32839</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.11: High-Level TKS Generation for Primality Algorithm

Again we see also for this benchmark, that the size in BDD nodes of the abstract structures is significantly smaller than the size of the first generated UDS (cf. Table A.10).
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A.2.3 Low-Level TKS Generation - Runtime Analysis

Similar to the previous benchmarks, we have performed an exact runtime analysis for the primality algorithm, in order to generate low-level TKSs for low-level verification purposes (cf. section 6.2). We have performed this for three different architectures:

- Pentium 3, 1GHz, 1GB
- Ultrasparc III, 750MHz, 512MB
- Pentium 4, 2GHz, 512MB

The results for the obtained low-level TKSs and the runtime analysis are given in Tables A.12, A.13 and A.14.

The columns of the tables are as follows: The first column denotes the instantiation of the benchmark’s parameter (number of processes). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the physical times on the transitions. This means that the system has $2^{s_{\text{var}}}$ reachable states and the longest transition of the system is not exceeding $2^{t_{\text{var}}}$ × $10^{-6}$ seconds. Column three shows the determined runtimes for the runtime analysis and the low-level TKS generation, which are executed parallel. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. The last column finally, shows the determined runtimes for the minimal and maximal macro steps (in seconds × $10^{-6}$) on the target machines.

Note that each transition within the system holds exactly the time, which is needed for its own execution and this time lies always between the minimal and the maximal value. As can be seen, JERRY has again no difficulties in generating a system that contains 88 state- and 11 time variables. Due to the different machine architectures (e.g. use of different pipelines, caches, etc.), the performance of the generated code may show some irregularities, like the 5-bit variant on Pentium 4 (cf. Table A.13). This demonstrates again clearly the necessity of an exact runtime analysis, since an estimation of runtime, based on a few example-data only, can be very misleading.
### Primality: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] (10^{-6})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>7</td>
<td>6.12</td>
<td>918</td>
<td>1153</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>8</td>
<td>7.92</td>
<td>3045</td>
<td>3527</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>8</td>
<td>15.51</td>
<td>9363</td>
<td>9928</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>9</td>
<td>30.50</td>
<td>28407</td>
<td>27929</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>10</td>
<td>1:33.36</td>
<td>86479</td>
<td>90163</td>
</tr>
</tbody>
</table>

**Pentium 3, 1GHz, 1GB**

Table A.12: Low-Level TKS Generation for Primality Algorithm on Pentium 3 Architecture

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] (10^{-6})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>6</td>
<td>3.93</td>
<td>932</td>
<td>1151</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>7</td>
<td>5.04</td>
<td>3046</td>
<td>3348</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>7</td>
<td>11.25</td>
<td>9363</td>
<td>9945</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>7</td>
<td>23.50</td>
<td>25526</td>
<td>25703</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>8</td>
<td>1:34.39</td>
<td>86479</td>
<td>90084</td>
</tr>
</tbody>
</table>

**Pentium 4, 2GHz, 512MB**

Table A.13: Low-Level TKS Generation for Primality Algorithm on Pentium 4 Architecture

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] (10^{-6})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>9</td>
<td>8.56</td>
<td>926</td>
<td>1282</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>9</td>
<td>11.72</td>
<td>3047</td>
<td>3700</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>10</td>
<td>21.73</td>
<td>9424</td>
<td>10868</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>10</td>
<td>38.78</td>
<td>25982</td>
<td>26087</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>11</td>
<td>1:30.70</td>
<td>86176</td>
<td>89985</td>
</tr>
</tbody>
</table>

**Ultrasparc III, 750MHz, 512MB**

Table A.14: Low-Level TKS Generation for Primality Algorithm on Ultrasparc III Architecture
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A.2.4 WCET Analysis

The WCET analysis of the Primality benchmark gives very interesting results. A rough estimation of the WCET would be as follows: as the largest input number for \( n \) bits is \( 2^n - 1 \), we have to calculate no more than \( 2^{n-2} - 1 \) divisions, since we divide only by odd numbers up to \( 2^{n-1} - 1 \). The division with \( n \) bits will take \( n \) steps, and there are two further macro steps (the pause statements labeled with \( \ell_1 \) and \( \ell_2 \)) in the loop body, and one after the loop (the pause statements labeled with \( tc \)). Hence, an analytical estimation for the WCET is \( (n + 2)(2^{n-2} - 1) + 1 \).

Table A.15 shows some results that we have obtained for \( n \in \{4, 5, 6, 7, 8\} \).

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
<th>BCET</th>
<th>WCET</th>
<th># Div.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>h:m:s</td>
<td>kB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>0.94</td>
<td>5606</td>
<td>54166</td>
<td>1</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>5.18</td>
<td>6615</td>
<td>112420</td>
<td>1</td>
<td>43</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>12.48</td>
<td>14305</td>
<td>331128</td>
<td>1</td>
<td>113</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>1:00.64</td>
<td>31454</td>
<td>860524</td>
<td>1</td>
<td>271</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>3:47.62</td>
<td>56832</td>
<td>1467592</td>
<td>1</td>
<td>641</td>
<td>61</td>
</tr>
</tbody>
</table>

Table A.15: WCET and BCET Analysis for Primality Algorithm

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram, which means that the system has \( 2^n \) reachable states. Column three shows the determined runtimes for the WCET analysis. Columns four and five show memory consumption, expressed in kBytes of memory and required BDD nodes respectively. Columns six and seven show the best- and worst execution times respectively. Column eight finally, shows the maximum number of executed divisions, i.e. loop iterations. (cf. section 7.1.1).

As \( 2^{n-2} - 1 \) is 15, 31, and 63 (for 6, 7, and 8 bits, respectively), we see that our analytical estimation was too pessimistic. For the WCET, the analytical prediction would yield the numbers 121, 280, and 631 (for 6, 7, and 8 bits, respectively) which is also too pessimistic. We see, that our exact bounds are better than the pessimistic analytical estimation.
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A.2.5 High-Level TKS Verification

In order to perform high-level verification for the primality benchmark, we have tested the operator $\text{AF}^*\varphi$, according to the results of WCET and BCET analysis. In particular, we have proved the correctness of the WCET and BCET analysis by checking the following real-time specification:

$$\text{AF}^\leq \text{WCET} (\text{test_complete})$$

where $\text{test_complete}$ simply means that the primality test is completed. The verification results are shown in Table A.16.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>h:m:s</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>3</td>
<td>0.77</td>
<td>4892</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>3</td>
<td>2.61</td>
<td>5036</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>3</td>
<td>9.33</td>
<td>5986</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>3</td>
<td>26.91</td>
<td>13773</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>4</td>
<td>3:16.33</td>
<td>30377</td>
</tr>
</tbody>
</table>

Table A.16: Verification of Quantitative Properties at High-Level for Primality Algorithm

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the logical times on the transitions. This means that the system has $2^n \cdot \text{var}$ reachable states and the longest transition of the system is not exceeding $2^l \cdot \text{var}$ logical time units. Column three shows the determined runtimes for the high-level TKS verification. Columns four and five show memory consumption, expressed in kBytes of memory and required BDD nodes respectively. The verification results of Table A.16 again show that JERRY has no difficulties in verifying the primality benchmark.

A.2.6 Low-Level TKS Verification

We have tested JERRY’s performance for the low-level verification of the primality benchmark. Here, the original system is endowed by additional physical times, required for the code execution of the synchronous program on specific architectures (cf. section 6.2). This results an enormous increase of the system’s complexity, specially for the Ultrasparc III machine, where the code was executed slower (cf. Table A.14) and hence, the time variables are more. Nevertheless, it is a challenge for us to check JERRY with such a high complex system.

Similar to the high-level verification, we tested the system according to the results of WCET analysis. In particular, we have proved the correctness of the WCET analysis by checking the following real-time specification:
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where *test_complete* simply means that the primality test is completed and *max_trans* is the maximum transition included in the system, as can be obtained from the Tables A.12, A.13 and A.14. The verification results are shown in Tables A.17, A.18 and A.19.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>44</td>
<td>7</td>
<td>2.56</td>
<td>6964</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>8</td>
<td>11.62</td>
<td>7952</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>8</td>
<td>1:42.93</td>
<td>12281</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>9</td>
<td>1:41:53.78</td>
<td>58749</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>10</td>
<td>12:20:02.30</td>
<td>121160</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.17: Verification of Quantitative Properties at Pentium 3 for Primality Algorithm

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>44</td>
<td>6</td>
<td>1.50</td>
<td>6459</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>7</td>
<td>11.05</td>
<td>7994</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>7</td>
<td>1:42.98</td>
<td>11027</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>7</td>
<td>14:21.50</td>
<td>40093</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>8</td>
<td>4:12:56.52</td>
<td>87995</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.18: Verification of Quantitative Properties at Pentium 4 for Primality Algorithm

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>44</td>
<td>9</td>
<td>5.17</td>
<td>5204</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>9</td>
<td>56.25</td>
<td>7357</td>
</tr>
<tr>
<td>6</td>
<td>66</td>
<td>10</td>
<td>2:01.32</td>
<td>11453</td>
</tr>
<tr>
<td>7</td>
<td>77</td>
<td>10</td>
<td>2:50:36.98</td>
<td>64399</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>11</td>
<td>&gt;15h</td>
<td></td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.19: Verification of Quantitative Properties at Ultrasparc III for Primality Algorithm
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This example demonstrates the high complexity of a division operation, implemented by means of BDDs, but also JERRY’s stable memory consumption. It’s clearly to see that although the BDD nodes and the runtimes increase significantly with the number of bits (approx. 5.5 million nodes for Pentium 3), JERRY shows a stable, low main memory consumption, which made it possible to handle the system, even after computing for a few hours. Due to JERRY’s modular design, we can again start the analysis directly at the low-level verification stage, overcoming repeated (and needless) model generations.

A.3 Euclid’s Greatest Common Divisor Algorithm

As last benchmark we have analyzed Euclid’s algorithm to compute the greatest common divisor of two given numbers. Figure A.24 shows a generic form of the algorithm for numbers represented by $n$ bits. The subtractions were implemented by means of a combinational module.

```
module Euclid :
  input a : int[n], b : int[n];
  output x : int[n], y : int[n];
  x := a;
  y := b;
  do
    if $x \geq y$ then
      next(x) := $x - y$
    else
      next(y) := $y - x$
    end;
  $\ell$ : pause
while $(x \neq 0) \land (y \neq 0)$;
if $x = 0$ then next(x) := $y$ end;
rdy : pause
$*/ x$ is the gcd of $a$ and $b */$
end
```

Figure A.24: Euclid’s GCD Algorithm

The two numbers are given as $a$ and $b$. If $a$ and $b$ have a common divisor, then both numbers can be considered as $a := p \cdot q$ and $b := p' \cdot q$. Upon the fact, that the greatest common divisor of two numbers is positive, a case distinction has to be made for the following subtractions:

If $a > b$, then the value $b$ is subtracted from $a$. Thus, we get a positive number, which has the same greatest common divisor as $a$ as well as $b$, since $a - b = (p - p') \cdot q$.

If $b < a$, then the value $a$ is subtracted from $b$. 
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The algorithm terminates after a finite number of steps due to the fact, that at least the number 1 is the greatest common divisor of two numbers and consequently the termination-condition $a = 0$ or $b = 0$ are fulfilled. The greatest common divisor is returned after the loop termination from the remaining value, which is not 0.

### A.3.1 UDS Generation

We have instantiated the Quartz program given in Figure A.24 with various numbers for the bitwidth of the numbers $n$, and generated first unit-delay structures for the systems. Table A.20 shows the obtained results. All experiments were run on a Pentium 3 with 1GHz and 1GByte of main memory.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram, which means that the system has $2^n$ reachable states. Column three shows the determined runtimes for the UDS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively.

Note that the runtimes include also the time needed for exporting and storing the formal model and all other needed data on hard disk.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>BDD nodes</th>
<th>Memory kB</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>23</td>
<td>0.23</td>
<td>1631</td>
<td>4966</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>0.56</td>
<td>2004</td>
<td>5020</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>0.87</td>
<td>2164</td>
<td>5359</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>2.33</td>
<td>20405</td>
<td>5755</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>1.67</td>
<td>7884</td>
<td>5824</td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>2.92</td>
<td>24988</td>
<td>6676</td>
</tr>
<tr>
<td>10</td>
<td>53</td>
<td>4.06</td>
<td>19067</td>
<td>6897</td>
</tr>
<tr>
<td>11</td>
<td>58</td>
<td>5.97</td>
<td>53557</td>
<td>8612</td>
</tr>
<tr>
<td>12</td>
<td>63</td>
<td>10.07</td>
<td>61189</td>
<td>8835</td>
</tr>
</tbody>
</table>

Table A.20: UDS Generation for Euclid’s GCD Algorithm
The generation of a high-level TKS for Euclid’s benchmark uses the algorithm Chronos, explained in section 6.1.2. The benchmark is well-suited to perform abstractions. We have abstract away from the states that regard the internal do - while - loop operations of the algorithm shown in Table A.24.

Table A.21 shows the obtained results. All experiments were run on a Pentium 3 with 1GHz and 1GByte of main memory.

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the logical times on the transitions. This means that the system has $2^{s_{var}}$ reachable states and the longest transition of the system is not exceeding $2^{l_{var}}$ logical time units. Column three shows the determined runtimes for the high-level TKS generation. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given.
for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. Column six finally, shows the minimum and maximum duration (in logical time units) of the transitions contained in the high-level TKS.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>4</td>
<td>0.56</td>
<td>690</td>
<td>1041</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>5</td>
<td>1.40</td>
<td>1736</td>
<td>4250</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>6</td>
<td>5.46</td>
<td>7168</td>
<td>22385</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>7</td>
<td>35.41</td>
<td>19399</td>
<td>46259</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>8</td>
<td>59.39</td>
<td>34485</td>
<td>135341</td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>9</td>
<td>12:50.07</td>
<td>124482</td>
<td>349343</td>
</tr>
<tr>
<td>10</td>
<td>53</td>
<td>10</td>
<td>1:06:24.57</td>
<td>285073</td>
<td>1136793</td>
</tr>
</tbody>
</table>

Table A.21: High-Level TKS Generation for Euclid’s GCD Algorithm
Euclid’s Greatest Common Divisor Algorithm

Figure A.27: Euclid: High-Level TKS Generation Time

Figure A.28: Euclid: High-Level TKS Generation Memory
A.3.3 Low-Level TKS Generation - Runtime Analysis

As in the previous examples, we have performed an exact runtime analysis in order to generate low-level TKSs for the Euclid’s algorithm, according to the techniques presented in section 6.2. In particular, we have considered again three different architectures:

- Pentium 3, 1GHz, 1GB
- Ultrasparc III, 750MHz, 512MB
- Pentium 4, 2GHz, 512MB

The results for the obtained TKSs and the runtime analysis are given in tables A.22, A.23 and A.24.

The columns of the tables are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram and the physical times on the transitions. This means that the system has \(2^{s_{var}}\) reachable states and the longest transition of the system is not exceeding \(2^{t_{var}} \times 10^{-5}\) seconds. Column three shows the determined runtimes for the runtime analysis and the low-level TKS generation, which are executed parallel. Columns four and five show memory consumption, expressed in required BDD nodes and kBytes of memory respectively. The required BDD nodes are given for both, the generated TKS and the obtained UDS (the TKS with untimed transitions), which is then used by the algorithms for all qualitative computations of the JCTL-operators. The last column finally, shows the determined runtimes for the minimal and maximal macro steps (in seconds \(\times 10^{-5}\)) on the target machines. Note that each transition within the system holds exactly the time, which is needed for its own execution and this time lies always between the minimal and the maximal value.

It is somehow surprisingly, that the executable code shows the best performance on the Ultrasparc III machine (only 750 MHz). In particular, the longest transition for 8 bit on a Pentium 3 is approx. 7 times slower and on a Pentium 4 is approx. 5 times slower. This results to a much more compact model for the Ultrasparc, where only 8 time variables are used, compared to 11 time variables for the Pentiums 3 and 4.
### Euclid: Low-Level TKS Generation - Runtime Analysis

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] \times 10^{-5}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>4</td>
<td>7.20</td>
<td>1257</td>
<td>1864</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>6</td>
<td>20.24</td>
<td>1575</td>
<td>4049</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>9</td>
<td>1:29.74</td>
<td>3974</td>
<td>13575</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>11</td>
<td>9:13.02</td>
<td>7920</td>
<td>40680</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>11</td>
<td>53:28.06</td>
<td>4670</td>
<td>119739</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.22: Low-Level TKS Generation for Euclid’s GCD Algorithm on Pentium 3 Architecture

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] \times 10^{-5}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>5</td>
<td>4.33</td>
<td>1224</td>
<td>1801</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>5</td>
<td>11.15</td>
<td>1572</td>
<td>3861</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>8</td>
<td>48.48</td>
<td>4007</td>
<td>12544</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>9</td>
<td>3:04.06</td>
<td>7970</td>
<td>29654</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>11</td>
<td>21:12.11</td>
<td>5483</td>
<td>161476</td>
</tr>
</tbody>
</table>

Pentium 4, 2GHz, 512MB

Table A.23: Low-Level TKS Generation for Euclid’s GCD Algorithm on Pentium 4 Architecture

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>BDD nodes</th>
<th>Memory</th>
<th>Transition [s] \times 10^{-5}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td>UDS</td>
<td>TKS</td>
<td>kB</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>5</td>
<td>14.91</td>
<td>1200</td>
<td>2170</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>6</td>
<td>1:00.94</td>
<td>1584</td>
<td>4523</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>7</td>
<td>5:10.89</td>
<td>4035</td>
<td>15495</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>8</td>
<td>26:58.29</td>
<td>7224</td>
<td>40996</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>8</td>
<td>2:20:49.90</td>
<td>4966</td>
<td>102972</td>
</tr>
</tbody>
</table>

Ultrasparc III, 750MHz, 512MB

Table A.24: Low-Level TKS Generation for Euclid’s GCD Algorithm on Ultrasparc III Architecture
Figure A.29: Euclid: Low-Level TKS Generation Time - Log. Scale

Figure A.30: Euclid: Low-Level TKS Generation Memory
A.3.4 WCET Analysis

For the WCET analysis of the Euclid’s algorithm we have obtained the results given in Table A.25 for $n$ processes. In particular, we have determined the smallest and largest number of macro steps needed in order to complete the test.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
<th>BCET</th>
<th>WCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>23</td>
<td>0.29</td>
<td>4861</td>
<td>13286</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>0.54</td>
<td>5237</td>
<td>35770</td>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>1.78</td>
<td>5997</td>
<td>79716</td>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>7.87</td>
<td>8740</td>
<td>238126</td>
<td>2</td>
<td>128</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>13.84</td>
<td>15106</td>
<td>361788</td>
<td>2</td>
<td>256</td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>1:14.11</td>
<td>52448</td>
<td>1072078</td>
<td>2</td>
<td>512</td>
</tr>
<tr>
<td>10</td>
<td>53</td>
<td>10:38.38</td>
<td>58620</td>
<td>1510516</td>
<td>2</td>
<td>1024</td>
</tr>
<tr>
<td>11</td>
<td>58</td>
<td>41:02.10</td>
<td>112830</td>
<td>2687860</td>
<td>2</td>
<td>2048</td>
</tr>
<tr>
<td>12</td>
<td>63</td>
<td>5:07:25.30</td>
<td>288358</td>
<td>9083536</td>
<td>2</td>
<td>4096</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.25: WCET and BCET Analysis for Euclid’s GCD Algorithm

The columns of the table are as follows: The first column denotes the instantiation of the benchmark’s parameter (bits). The second column shows how many Boolean variables were necessary to encode the state transition diagram, which means that the system has $2^n$ reachable states. Column three shows the determined runtimes for the WCET analysis. Columns four and five show memory consumption, expressed in kBytes of memory and required BDD nodes respectively. Columns six and seven show the best– and worst execution times respectively.

It can be observed that Euclid’s algorithm for $n$ bits has a WCET of $2^n$ macro steps. The crucial macro step is the one that corresponds to the loop body that consists of a subtraction, a comparison and two tests on equality to 0. If a low-level analysis for a hardware implementation could tell us that the program for 8 bits can be implemented by a hardware circuit with a clock speed of 40 MHz, then we know that a gcd computation will be done in at least $256/40 \cdot 10^{-6}$ seconds, and for 12 bits, the circuit would require about $2^{12}/40 \cdot 10^{-6}$ seconds ($\approx 0.1024$ milliseconds).
Figure A.31: Euclid: EHLA Time - Log. Scale

Figure A.32: Euclid: EHLA Memory
A.3.5 High-Level TKS Verification

In order to perform high-level verification for the Euclid benchmark, we have tested the the operator $\AF^{\leq \W CET}(\text{test\_complete})$, according to the results of WCET analysis. In particular, similar to the primality benchmark, we have proved the correctness of the WCET analysis by checking the following real-time specification:

$$\AF^{\leq \W CET}(\text{test\_complete})$$

where \text{test\_complete} simply means that the Euclid test is completed. Table A.26 contains the results for Euclid’s algorithm to compute the greatest common divisor of two given $n$ bit broad numbers.

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables states</th>
<th>Time h:m:s</th>
<th>Memory kB</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>23</td>
<td>0.38</td>
<td>4959</td>
<td>17374</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>1.01</td>
<td>5323</td>
<td>38836</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>5.79</td>
<td>7828</td>
<td>184982</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>48.30</td>
<td>20002</td>
<td>945350</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>2:40.66</td>
<td>59200</td>
<td>1508472</td>
</tr>
</tbody>
</table>

Table A.26: Verification of Quantitative Properties at High-Level for Euclid’s GCD Algorithm

The verification results of Table A.26 show that JERRY behaves here similar to the Primality benchmark.
Figure A.33: Euclid: High-Level TKS Verification Time

Figure A.34: Euclid: High-Level TKS Verification Memory
A.3.6 Low-Level TKS Verification

Considering the low-level verification for Euclid’s GCD algorithm, we have tested JERRY’s performance on the low-level TKSs obtained by the runtime analysis (cf. Tables A.22, A.23 and A.24).

Here, the original systems are endowed by additional physical times, required for the code execution of the synchronous program on the appropriate architectures (cf. section 6.2). This results an enormous increase of the system’s complexity.

Similar to the high-level verification, we tested the system according to the results of WCET analysis. In particular, we have proved the correctness of the WCET analysis by checking the following real-time specification:

\[ AF \leq (WCET \times max\_trans) (test\_complete) \]

where \( test\_complete \) simply means that the primality test is completed and \( max\_trans \) is the maximum transition included in the system, as can be obtained from the Tables A.22, A.23 and A.24. The verification results are shown in Tables A.27, A.28 and A.29.

In contrast to the Primality benchmark, the executable code for Euclid’s GCD algorithm showed the best performance on the Ultrasparc III machine, where less time variables were needed. However, the Pentium 4 model is for 7 bits much more compact than the Ultrasparc model. This has an enormous “amplifying” effect on the verification performance: the Pentium 4 model required approx. 1.9 million BDD nodes, compared to approx. 3.2 million BDD nodes for the Ultrasparc model. The worst model is the Pentium 3 one, requiring approx. 4.5 million BDD nodes. Naturally, these model sizes directly effect also the runtimes.

This example demonstrates again JERRY’s stable memory consumption. It’s clearly to see that although the BDD nodes and the runtimes increase significantly with the number of bits JERRY shows here again a stable, low main memory consumption, which made it possible to handle the systems. Due to JERRY’s modular design, we can again start the analysis directly at the low-level verification stage, overcoming repeated (and needless) model generations.
### Euclid: Low-Level TKS Verification - Pentium 3

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>4</td>
<td>1.34</td>
<td>5276</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>6</td>
<td>10.34</td>
<td>7044</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>9</td>
<td>1:49.48</td>
<td>19870</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>11</td>
<td>1:44:03.43</td>
<td>143494</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.27: Verification of Quantitative Properties at Pentium 3 for Euclid’s GCD Algorithm

### Euclid: Low-Level TKS Verification - Pentium 4

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>5</td>
<td>1.20</td>
<td>5196</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>5</td>
<td>3.87</td>
<td>7210</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>8</td>
<td>35.11</td>
<td>19498</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>9</td>
<td>12:46.51</td>
<td>65339</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.28: Verification of Quantitative Properties at Pentium 4 for Euclid’s GCD Algorithm

### Euclid: Low-Level TKS Verification - UltraSparc

<table>
<thead>
<tr>
<th>Bitwidth</th>
<th>Variables</th>
<th>Time</th>
<th>Memory</th>
<th>BDD nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>5</td>
<td>1.76</td>
<td>5557</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>6</td>
<td>14.12</td>
<td>10682</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>7</td>
<td>2:16.28</td>
<td>40473</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>8</td>
<td>58:11.51</td>
<td>72808</td>
</tr>
</tbody>
</table>

Pentium 3, 1GHz, 1GB

Table A.29: Verification of Quantitative Properties at UltraSparc III for Euclid’s GCD Algorithm
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Figure A.35: Euclid: Low-Level TKS Verification Time - Log. Scale

Figure A.36: Euclid: Low-Level TKS Verification Memory
Appendix B

List of Logos and Abbreviations

A The universal path quantifier (∨)
A[:: B ::] The CTL-operator A[:: B ::]
A[:: B ::] The CTL-operator A[:: B ::]
A[:: B ·] The left-bounded JCTL-operator A[:: B ·]
A[:: B ·] The left-bounded JCTL-operator A[:: B ·]
A[:: B ·] The right-bounded JCTL-operator A[:: B ·]
A[:: B ·] The right-bounded JCTL-operator A[:: B ·]
AF The CTL-operator AF
AF The JCTL-operator AF
AG The CTL-operator AG
AG The JCTL-operator AG
A[:: U ·] The CTL-operator A[:: U ·]
A[:: U ·] The CTL-operator A[:: U ·]
A[:: U ·] The left-bounded JCTL-operator A[:: U ·]
A[:: U ·] The left-bounded JCTL-operator A[:: U ·]
A[:: U ·] The right-bounded JCTL-operator A[:: U ·]
A[:: U ·] The right-bounded JCTL-operator A[:: U ·]
AX The CTL-operator AX
AX The JCTL-operator AX
AX The JCTL-operator AX
AX The JCTL-operator AX
BCET Best Case Execution Time
BDD Binary Decision Diagram
B The modal operator weak before
B The modal operator strong before
Cadence-SMV A variant of the SMV verification tool by Cadence
### APPENDIX B. LIST OF LOGOS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTL</td>
<td>The branching-time temporal logic CTL (Computation Tree Logic)</td>
</tr>
<tr>
<td>CUDD</td>
<td>The BDD-package CUDD (Colorado University Decision Diagrams)</td>
</tr>
<tr>
<td>E</td>
<td>The existence path quantifier ((\exists))</td>
</tr>
<tr>
<td>E[B]</td>
<td>The CTL-operator E,B</td>
</tr>
<tr>
<td>E[B]</td>
<td>The CTL-operator E,B</td>
</tr>
<tr>
<td>E[(\kappa)B]</td>
<td>The left-guarded JCTL-operator E[(\kappa)B]</td>
</tr>
<tr>
<td>E[(\kappa)B]</td>
<td>The left-guarded JCTL-operator E[(\kappa)B]</td>
</tr>
<tr>
<td>E[B(\kappa)]</td>
<td>The right-guarded JCTL-operator E[B(\kappa)]</td>
</tr>
<tr>
<td>E[B(\kappa)]</td>
<td>The right-guarded JCTL-operator E[B(\kappa)]</td>
</tr>
<tr>
<td>EF</td>
<td>The CTL-operator EF</td>
</tr>
<tr>
<td>EF(\kappa)</td>
<td>The JCTL-operator EF(\kappa)</td>
</tr>
<tr>
<td>EG</td>
<td>The CTL-operator EG</td>
</tr>
<tr>
<td>EG(\kappa)</td>
<td>The JCTL-operator EG(\kappa)</td>
</tr>
<tr>
<td>Equinox</td>
<td>Formal Framework for the Specification, Modelling, Verification and Runtime Analysis of Real-Time Systems</td>
</tr>
<tr>
<td>Esterel</td>
<td>The synchronous language Esterel</td>
</tr>
<tr>
<td>E[U]</td>
<td>The CTL-operator E,U</td>
</tr>
<tr>
<td>E[U]</td>
<td>The CTL-operator E,U</td>
</tr>
<tr>
<td>E[(\kappa)U]</td>
<td>The left-guarded JCTL-operator E[(\kappa)U]</td>
</tr>
<tr>
<td>E[(\kappa)U]</td>
<td>The left-guarded JCTL-operator E[(\kappa)U]</td>
</tr>
<tr>
<td>E[U(\kappa)]</td>
<td>The right-guarded JCTL-operator E[U(\kappa)]</td>
</tr>
<tr>
<td>E[U(\kappa)]</td>
<td>The right-guarded JCTL-operator E[U(\kappa)]</td>
</tr>
<tr>
<td>EX</td>
<td>The CTL-operator EX</td>
</tr>
<tr>
<td>EX(\kappa)</td>
<td>The JCTL-operator EX(\kappa)</td>
</tr>
<tr>
<td>EX(\kappa)</td>
<td>The JCTL-operator EX(\kappa)</td>
</tr>
<tr>
<td>F</td>
<td>The modal operator future</td>
</tr>
<tr>
<td>G</td>
<td>The modal operator globally</td>
</tr>
<tr>
<td>IS</td>
<td>Stuttering interpretation of a timed transition system</td>
</tr>
<tr>
<td>JL</td>
<td>Jumping interpretation of a timed transition system</td>
</tr>
<tr>
<td>JCTL</td>
<td>The real-time temporal logic JCTL (Time-Jumping Computation Tree Logic)</td>
</tr>
<tr>
<td>JCTL(\leq)</td>
<td>A fragment of the real-time temporal logic JCTL</td>
</tr>
<tr>
<td>JERRY</td>
<td>The real-time verification tool JERRY (JCTL vERifier for Real-time sYstems)</td>
</tr>
<tr>
<td>Kronos</td>
<td>The real-time verification tool Kronos</td>
</tr>
<tr>
<td>LTL</td>
<td>The linear-time temporal logic LTL (Linear-Time Temporal Logic)</td>
</tr>
<tr>
<td>NuSMV</td>
<td>A variant of the SMV verification tool based on the CUDD-package</td>
</tr>
<tr>
<td>Quartz</td>
<td>The synchronous language Quartz</td>
</tr>
<tr>
<td>SKS</td>
<td>A timed transition system based on stuttering interpretation (Stuttering Kripke Structure)</td>
</tr>
<tr>
<td>SMV</td>
<td>The verification tool SMV (System Model Verifier)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCTL</td>
<td>The real-time temporal logic TCTL (Timed Computation Tree Logic)</td>
</tr>
<tr>
<td>TKS</td>
<td>The real-time formal model TKS (Timed Kripke Structure)</td>
</tr>
<tr>
<td>U</td>
<td>The modal operator \textit{weak until}</td>
</tr>
<tr>
<td>U</td>
<td>The modal operator \textit{strong until}</td>
</tr>
<tr>
<td>UDS</td>
<td>A qualitative Kripke structure (Unit Delay Structure)</td>
</tr>
<tr>
<td>UPPAAL</td>
<td>The real-time verification tool UPPAAL</td>
</tr>
<tr>
<td>WCET</td>
<td>Worst Case Execution Time</td>
</tr>
<tr>
<td>X</td>
<td>The modal operator \textit{weak next}</td>
</tr>
<tr>
<td>X</td>
<td>The modal operator \textit{strong next}</td>
</tr>
</tbody>
</table>
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